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Abstract
The capabilities of machine vision systems are improving constantly. This development
is driven by an increasing quality and quantity of the perceived scene information. For
those systems that rely on the principle of stereoscopic vision, modern dense stereo
matching schemes allow to obtain a depth measurement for almost every pixel of an
image. In principle this is good news, but it results in a large amount of measurement
data that has to be processed and evaluated in real-time. Typically, the vision algorithms
are executed on highly integrated low-power processing units that leave little room for
expensive algorithms. This problem is solved by introducing a pre-processing step to
extract all required information in advance.

Therefore, this thesis proposes a novel and versatile three-dimensional medium-level
representation called the Stixel World to efficiently bridge the gap between pixel-based
processing and high-level vision. In this work Stixels are employed to represent the
dynamic environment of a vehicle.

In the sense of a super-pixel, each Stixel approximates a certain part of an upright
oriented object along with its distance and height. Stixels allow for tracking objects
over time and are enriched with additional meta-information like confidence measures
or class affiliation. Thus, the Stixel World is ideally suited to serve as the basic building
block for today’s increasingly complex vision systems.

We presents how to compute the Stixel World in a single unified optimization
scheme. In this process, strong use is made of physically motivated a priori knowl-
edge about our man-made three-dimensional environment. The actual Stixel extraction
is performed efficiently by relying on dynamic programming, this way guaranteeing to
extract the globally optimal segmentation for the entire scenario.

Subsequently, the Stixel tracking scheme is introduced. Kalman filtering techniques
are used to precisely estimate the motion state of all tracked objects. Beyond that, a va-
riety of optical flow computation techniques are proposed for estimating two-dimensional
image displacements of Stixels between consecutive time steps.

Particular emphasis is put on a thorough performance evaluation. To this end,
different comparative strategies are followed which include LIDAR, RADAR, and IMU
reference sensors, manually created ground truth data, and real-world tests. The evalu-
ation focuses on different aspects, namely accuracy investigations of the achieved mea-
surement precision, an analysis regarding robustness and reliability properties as well
as qualitative and quantitative investigations concerning the reliability of the extracted
motion state information of the tracked objects. A subset of the ground truth data used
for this evaluation has been made publicly available.

Altogether, the Stixel World is an elementary and extremely compact abstraction of
the actual world giving access to the most essential information about the current scene.
Objects are approximated in detail and along with a highly precise motion estimate this
way improving the performance of subsequently executed vision algorithms significantly.
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Zusammenfassung

Die Leistungsfähigkeit und Einsatzvielfalt maschineller Sehsysteme nimmt stetig zu.
Dies resultiert aus einer steigenden Qualität und Quantität der Daten über die unmit-
telbare Sensorumgebung, wie sie dank moderner Messverfahren zur Verfügung stehen.
Heutzutage ermöglicht die Verwendung von Stereoskopie die Bestimmung einer Tiefen-
messung für nahezu jeden Bildpunkt. Prinzipiell ist dies positiv zu bewerten, doch im
Hinblick auf hoch integrierte Systeme, wie sie in kommerziellen Produkten zum Ein-
satz kommen sollen, ergeben sich hieraus auch neue Herausforderungen. Oft gelten für
derartige Systeme strenge, mitunter auch baulich bedingte Vorgaben zu leistungsbe-
stimmenden Faktoren wie Rechenkapazität, Bandbreite und Verlustleistung. Es ist daher
nicht zielführend, wenn bei einer Vielzahl parallel ausgeführter Algorithmen dieselben
Daten mit teilweise überlappender Zielstellung analysiert werden müssen.

Zur Lösung des Problems schlägt diese Arbeit die Verwendung einer Zwischen-
schicht zur Beschreibung dreidimensionaler Szenen vor. Diese sogenannte Stixel-Welt ist
eine generische Abstraktion der Rohdaten des Sensors und der daraus zu extrahieren-
den Szenenmerkmale. Die Stixel-Welt bildet daher den Grundbaustein für zunehmend
komplexer werdende Sehsysteme, ohne dabei jedoch zu anwendungsspezifisch zu werden.

Im Sinne eines Super-Pixels repräsentiert jeder Stixel für sich einen bestimmten Teil
eines Objektes im Raum. Stixel eignen sich für das Tracken von Objekten und können
darüber hinaus mit zusätzlichen Informationen attributiert werden. In dieser Arbeit wer-
den Stixel speziell für die Repräsentation dynamischer Fahrzeugumgebungen verwendet.

Wir stellen ein Verfahren vor, um die Stixel-Welt mittels dynamischer Program-
mierung in einem einzigen globalen Optimierungsschritt in Echtzeit zu extrahieren.
Dieser Prozess wird durch eine Vielzahl unterschiedlicher Annahmen über unsere von
Menschenhand geschaffene Umgebung gestützt.

Darauf aufbauend wird ein stixelbasiertes Verfahren zur präzisen Bewegungsschätz-
ung anderer Objekte vorgestellt. Für diese Zielstellung wird die Eignung unterschied-
licher Methoden zur Bestimmung optischer Flussfelder diskutiert. Darüber hinaus prä-
sentieren wir ein neuartiges, auf dem KLT-Prinzip basierendes Verfahren für die Verschie-
bungsschätzung zweidimensional verhältnismäßig groß ausgedehnter Flächenmerkmale.

Die Arbeit stellt umfangreiche Bewertungen der zu erwartenden Leistungsfähigkeit
aller vorgestellten Verfahren an. Dafür kommen unterschiedliche vergleichende Ansätze
sowie diverse Referenzsensoren, wie beispielsweise LIDAR, RADAR oder hochpräzise
Inertialmesssysteme, zur Anwendung.

Die Stixel-Welt ist eine elementare und kompakte Abstraktion der tatsächlichen
dreidimensionalen Umgebung und bietet gleichzeitig einfachsten Zugriff auf alle essen-
tiellen Informationen der Szene. Objekte werden detailgetreu approximiert und ihr Bewe-
gungszustand wird präzise geschätzt. Infolge dieser Arbeit war es möglich, die Leistungs-
fähigkeit vieler auf der Stixel-Welt aufbauender Algorithmen deutlich zu verbessern.
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Introduction

The desire for assisted or even autonomous driving, and thus navigating on public roads
without the need of human intervention, is currently one of the most prestigious and
appealing challenges in machine vision [23, 132, 146, 163, 181]. During the last decades
numerous international competitions have been held with remarkable success and com-
mitment both by universities and industrial partners. Well-known events in this context
were the EUREKA Prometheus Project [90] from 1987 to 1995, the DARPA Grand Chal-
lenge in 2004 and 2005 (for surveys see [102, 103, 211]) or the DARPA Urban Challenge
in 2007 ([30, 41, 108, 148, 153, 178, 216]).
The purpose of such events is to improve technical skills and to foster scientific ex-

change. It was through these competitions that our knowledge of the challenges of per-
forming information retrieval, using multiple sensor sources, and understanding complex
traffic situations has been furthered.
Nonetheless, in order to achieve the goal of fully automated driving, there is still

a lot to be done. However it is not in small part due to the advances made at the
above mentioned competitions that driver assistance systems recently progressed at a
tremendous rate.
Today advanced driver assistance systems are available across all major automotive

brands and offer a wide variety of security and comfort features. Typically their feature
list includes emergency braking, automated distance control (adaptive cruise control
or ACC), lane keeping assistance, traffic sign recognition, intelligent headlight control,
automated parking and many other features.
In a few limited driving situations, the technological advances already enable au-

tonomous driving. For example the state-of-the-art traffic jam assistant systems (e.g. the
research project “Autopilot” by BMW [29] or the Traffic Jam Assistance by Daimler [50]).
With the aid of these systems the car automatically performs all required acceleration,
braking and steering maneuvers. Certainly, this functionality is designed for comfort
and underlies severe environmental as well as legal restrictions, but distinctively marks
a proof of concept. Gaining further experience in this field of research unquestionably
leads the way to even more powerful systems.
In this process, it has been realized that one of the key elements for advanced driver

assistance systems is to anticipate imminent future events. Faultless operation is crucial,
and safely intervening with the driving process calls for a comprehensive awareness of
all substantial aspects of the three-dimensional vehicle environment.
Again, this requires suitable sensors providing the measurement data needed to extract

all task-relevant information. Available sensor technologies, such as RADAR, LIDAR
or cameras are widespread for this task and, naturally, all these technologies have their
individual assets and drawbacks.
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Introduction

RADAR, for instance, is probably one of the best-engineered sensor technologies avail-
able. However, the total sensor unit production costs, the working principle (preference
for metal reflectors) as well as the achievable richness of the measurement data manifest
clear boundaries for its applicability.
LIDAR sensors are particularly characterized by their outstanding measurement ac-

curacy and low failure rates. Yet, they do not allow for a compact construction and
are overly expensive. In addition, with regard to real-time applicability, they are often
limited in angular resolution.
Using cameras for stereoscopic vision is not a young area of research either, but in

the last years has made a remarkable leap. This development is being advanced by
recent progress in the consumer electronics market, such as for mobile devices and digital
cameras. As a consequence of technological achievements in this field, extremely compact
and high-quality sensor devices are available in large amounts at very low cost. Currently,
this technology for spatio-temporal cognition is on the doorstep for integration into many
safety-related driver assistance systems.
Yet, having qualitative imaging sensors alone does not suffice, because reliably ex-

tracting environmental information from an image data stream is a computationally
costly and algorithmically complex undertaking. Especially with respect to highly inte-
grated and distributed systems with limited computational resources and bandwidth, a
thought-out system architecture as well as clear-cut data processing chains are the basic
prerequisites for future-proof vision systems.

1 Motivation

Today, modern dense stereo matching schemes allow for obtaining a disparity and thus
a distance measurement for almost every pixel in the image. For example, such a dense
stereo depth map (also referred to as disparity image) is illustrated in Figure 1. Thus,
for a common stereo image pair with 1024× 440 px this method results in over 400, 000
single disparity measurements. With regard to real-time capability (i.e. 25 frames per
second or higher) the resulting data rate just for the raw depth information sums up to
more than 20MB per second.
Recently, for vision systems deployed in the automotive domain the total number

of different vision tasks demanding to access these three-dimensional data is growing
steadily. As a consequence of this development the system complexity increases. At the
same time, this development entails an increase of the computational effort and hardware
requirements.
Typically, in reference to classic system architectures, every vision task is responsible

for extracting all required information individually. Unfortunately, this strategy requires
providing the input data to every sub-module separately and, beyond that, holds the
risk of identical computations being carried out multiple times.
Obviously, in terms of integrated systems, this practice is inefficient and therefore not

conducive, because most of those integrated end-product platforms are highly restricted
in terms of processing power, system memory, bandwidth and power consumption.

2



1 Motivation

Figure 1: A stereo depth map encodes the actual depth of every pixel. Red represents
points that are close and green denotes those that are far away. Only a few
pixels (e.g. at the left image border or at left edges of objects) are without a
depth measurement. Typically, this is due to left-to-right occlusion or failed
depth consistency checks.

Hence, approaching this problem demands a more structured design of the system
architecture and thus requires a re-organization of the data processing chains. A possible
way to achieve this is to build on a medium-level representation that easily gives access
to all essential scene content and task-relevant information.
Reasonably, such a representation should be extracted beforehand in a pre-processing

step in order to be of use for all subsequent vision tasks. With regard to driver assistance
this representation could include useful information such as freespace data, object and
obstacle information, their motion states and many other data. Furthermore, to ensure
efficient and universal usage, it should meet each of the following properties:

• Compactness: The representation allows for a significant reduction of the data
volume. Yet, at the same time, all task-relevant information is preserved.

• Stability: Small temporal changes of the underlying input data (e.g. the stereo
depth map) do not cause rapid changes within the resulting representation.

• Robustness: Outliers in the input data have very little or even no impact on the
representation result.

• Explicitness: All information of interest is available without the need for data re-
organization. Accessing the data directly must simply yield all significant object
characteristics without the need for additional computation.

Having such a representation at hand clearly enables a more structured design of in-
creasingly complex vision systems and, at the same time, allows for a more efficient use
of available hardware resources.

3
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Figure 2: The Stixel World as initially published in [9]. Every Stixel represents a certain
part of the first obstacle to encounter along that particular viewing direction.
The Stixel coloring encodes the distance to the object. Red means close and
green is far away. Stixel boundaries are marked white.

2 The Stixel Primitive

To tackle this challenge, we propose a novel medium-level representation called the
“Stixel World” that is used to efficiently model the scene content of arbitrary three-
dimensional urban traffic environments [9]. While the cited work was done prior to this
thesis, in this work we suggest a more evolved scheme that grants substantially more
flexibility and detail with respect to the obtained scene reconstruction result.
The space in front of the camera is split into two adjacent regions: horizontal freespace

up to the base point of the first obstacles and a set of Stixels approximating that obstacle.
A single Stixel is defined as a thin and fronto-parallel rectangle with a fixed pixel width
and vertical pose. Originally, it is assumed earthbound and thus is described by just
two parameters, namely a disparity (i.e. distance) and a height value. In doing so, this
representation achieves an enormous reduction of the input data volume of about half a
million disparity measurements to a few hundred Stixels only, while encoding freespace
and obstacle information for the whole scenario. An exemplary result of this proceeding
is depicted in Figure 2. Note that every Stixel is valid for 2D and 3D, since it describes
an object within the image space as well as in real-world coordinates.
The Stixel representation is characterized to be compact, robust to outliers and easy

to access. According to the initial approach, the Stixel World is constructed by cascading
multiple independent algorithms: mapping disparities to occupancy grids, a freespace
computation, a height segmentation, and a final Stixel extraction step. However, such a
cascade is prone to errors, e.g. missed objects in the freespace computation can not be
corrected in subsequent steps. Further, the proposed scheme contains multiple thresholds
and nonlinearities (e.g. a height constraint when creating the occupancy grid). Above all,
taking into account only the first obstacle along every viewing angle can cause missing
relevant objects (e.g. a pedestrian standing behind the engine hood of a car).
To circumvent these limitations, we propose an extension of the Stixel data type.

4



3 Organization of this Thesis

Figure 3: The Stixel World as output of our optimization approach. The captured scene
is segmented into piecewise planar Stixel segments that correspond to either
ground or object. Compared to Figure 2, this approach allows for segmenting
multiple objects within the same column.

Hereby, the constraint for the Stixels to touch the ground surface is dropped and we
also allow for multiple Stixels along every column of the image. These changes enable to
precisely represent arbitrary sets of objects located at different depths within the scene.
Accordingly, due to this characteristic, this representation is referred to as the multi-

layered Stixel World [170]. However, doing so also requires severe changes in the Stixel
computation scheme. Therefore, we propose a novel technique for extracting the Stixel
World. Given a dense stereo depth map and physically motivated world model priors, our
approach yields the most probable and thus optimal Stixel representation. An exemplary
result of our method is depicted in Figure 3.
In addition to encoding the location of the objects within the three-dimensional scene,

the Stixel representation may be easily enriched with further information. This includes
motion properties as well as type related attributes (e.g. class information such as pedes-
trian, car, traffic sign or similar) or further meta data.
The Stixel representation is not limited to a specific field of application. Due to its

striking simplicity, it is well suited for arbitrary purposes. For instance, it is straight-
forward to use in terms of driver assistance, robotics, navigation, global information
systems (GIS), mapping or even augmented reality tasks.

3 Organization of this Thesis

This thesis is organized as follows: To begin with, Chapter 3 discusses related work.
Since the field of computer vision is a fairly wide and active topic, this part focuses on
the most relevant contributions of other research groups from different scientific domains
with overlap or similarities to our methods and objectives.
Within Chapter 3, the novel Stixel computation scheme is presented that allows for

extracting arbitrary staggered Stixels by means of a unified optimization approach. For
estimating the motion properties of other objects, Chapter 11.4 outlines the required

5



Introduction

motion-state estimators as well as the corresponding filter design. Further, we discuss
different techniques for determining Stixel correspondences between consecutive time
steps.
In order to rate the quality of the extracted scene and object data, Chapter 15 ad-

dresses different strategies for both quantitative as well as qualitative evaluation proce-
dures. To this end, we present performance results by making use of different reference
sensors, manually annotated data, simulated ground truth as well as direct comparison
against other vision algorithms.
Subsequently, Chapter 18.3 focuses on the applicability of the Stixel medium-level

representation for other vision tasks. To this end, we briefly sketch different use-cases
as well as further related work that could largely benefit from relying on Stixels either
in terms of control of attention or as direct measurement input.
Finally, Chapter 21 concludes this thesis by addressing open topics and future work.
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Related Work

Sensors for obtaining three-dimensional scene data are available in a very wide variety.
This includes imaging sensors, time-of-flight approaches such as the PMD-camera and
LIDAR (light detection and ranging) [52, 102, 103], RADAR (radio detection and rang-
ing) [94, 185], and SONAR (sound navigation and ranging) [54, 157]. For using cameras,
stereoscopic vision [36, 183, 184], structure-from-motion (SFM) [83, 126], structure-from-
texture (SFT) [3, 87, 105, 226] and shape-from-shading [96, 106] as well as active-light
approaches [5, 42] are very popular.
For this thesis, the primary focus is on processing dense stereo depth maps computed

from standard stereo image pairs. Such a stereo setup consists of two cameras that are
mounted to a bar with a defined base line. The camera’s optical axes are oriented in
parallel pointing into the same direction. A schematic view of this setup is illustrated
in Figure 4.

Working With 3D Data Processing stereo image pairs has quite a long history [36, 184].
Starting with a few measurements per image, today modern stereo matching algorithms
allow to compute a depth estimate for nearly every pixel of an image.
The resulting data volume has to be processed in order to extract the task-relevant

three-dimensional scene content. When using stereo cameras for building highly inte-
grated systems (e.g. for advanced driver assistance), the obtained information needs to
be distributed to all further processing tasks. Since the latter are typically executed on
efficient low-power industrial hardware with limited computational resources, one can
not afford to evaluate and interpret this three-dimensional point data independently
and thus repeatedly. For this reason, a dedicated pre-processing step is required to ex-

Figure 4: This illustration schematically shows a standard stereo camera setup. Both
cameras are mounted to the same bar at a fixed distance. This distance is
referred to as base line of the stereo rig. The camera’s optical axes are oriented
in parallel pointing into the same direction.
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tract task-relevant information and subsequently make it available using a compact and
easy-to-handle medium-level representation.
Even though the variety of existing schemes for this purpose is enormous, they com-

monly rely on models in order to abstract from the real world and thus intend to achieve
a reduction of the data volume. Ideally, these models reflect all task-relevant information
and thus allow to serve as input for further processing. The models themselves can be
categorized with respect to numerous criteria. Thus, a brief overview is provided in the
following.
Probably the most significant characteristic concerns the model’s orientation that de-

fines in which layer or extend the real world is approximated. For instance, horizontal
approximations of the scene commonly rely on two-dimensional grid-based structures.
Object representations, however, such as for cars, pedestrians or infrastructure, often
use vertical and thus upright-oriented models that put emphasis on slanted continuous
surfaces. Apparently, the individual vision task determines the underlying model deci-
sively. Thus, for example, implementing a curb detection using a vertical instead of a
horizontal model is not likely to yield satisfactory results.
Secondly, the strategy how information is contained differs significantly. E.g. certain

approaches describe scene content using explicit object lists while other methods, such
as most map-based approaches, provide their information stochastically. Furthermore,
certain representations (such as level-sets) allow for functional data access. There are
many more ways to provide scene information but, obviously, the choice for a specific
scheme is mainly determined by those subsequent processing steps that depend on the
representation as computational input. Regarding the type of contained information,
a difference is made between spatial and temporal information. Within the scope of
advanced driver assistance, especially the latter is desirable to have, because knowledge
about the motion state of other objects is an essential aspect for a full and comprehensive
understanding of the three-dimensional environment.
Thirdly, an important characteristic regards the actual processing chain until a final

representation is extracted. For this objective, certain methods rely on a cascade of mul-
tiple, mostly independent processing steps while other methods rely on unified schemes.
Also, one has to distinguish between greedy approaches and those that rely on some
sort of optimization technique. For this purpose, minimization of an energy or a cost
functional as well as maximization of an a posteriori likelihood (MAP) are increasingly
popular. With regard to optimization, a distinction has to be made between those meth-
ods that either explicitly guarantee to find a global and thus unique optimum solution
and those that only yield an approximation.
Fourthly, for this overview, the last distinction is made with respect to regularization

and a priori constraints. In this context, expert knowledge of the three-dimensional
world (e.g. that objects are likely to have vertical pose) is incorporated directly within
the scene reconstruction process. Typically, that procedure allows to improve or stabilize
the reconstruction quality significantly and thus is a recurring key idea of many three-
dimensional reconstruction methods.
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Dense Stereo Matching As a matter of fact, the majority of structures in man-made
environments consists of piecewise smooth and planar surfaces that have either horizontal
or vertical orientation. Reasonably, such prior knowledge should be incorporated in the
reconstruction process at an early stage, such as done in terms of the dense stereo
scheme semi-global matching (SGM) that has been proposed by Hirschmüller et al. [88].
SGM works in a dynamic programming (DP) [22] fashion. Slight disparity changes are
penalized with rather small and constant costs by which the reconstruction of continuous,
slanted surfaces is preferred. To allow for depth discontinuities at the same time, SGM
also limits the maximum cost penalty if a larger jump in disparity is required.
Another stereo scheme that by design massively leverages three-dimensional surface

planarity is plane sweeping stereo [43]. Discriminative-oriented planes are slid through
the image space while computing disparity votes in a correlation-based fashion [104, 184].
A special feature of that technique is the capability to deal with unrectified images.
An extension for that scheme has been presented by Gallup et al. [70]. The authors
incorporate prior knowledge about the location and orientation of those planes directly
into the reconstruction process. Further, dedicated work has been done in terms of
directly supporting slanted surfaces for disparity estimation [14, 27, 239].
Other stereo schemes that allow for the computation of dense depth maps and to this

end rely on the principle of energy minimization are belief propagation stereo (e.g. [202,
232, 229]), total variation stereo (e.g. [147]), and dynamic programming stereo (e.g. [164,
219]). Additionally, certain correlation stereo-based methods allow to compute dense
depth maps (e.g. [158, 237, 238]).
Focused on stereo cameras and guided by the Middlebury database [183], in 2006

we found SGM to be the best-performing and thus most promising stereo matching
scheme in terms of our objectives. When choosing the right matching criterion [89, 155],
SGM proved to be robust against differences in local as well as global illumination and
thus is well suited for automotive application. Even though SGM is computationally
expensive, Gehrig et al. [73] have proposed a variant of that scheme allowing for real-
time computation using efficient low-power FPGA hardware. If using specialized FPGA
hardware is not an option (e.g. due to high development costs), an efficient scheme of
the SGM computation on a standard CPU (central processing unit) has been proposed
by Gehrig et al. [74]. Alternatively, variants that utilize the GPU (graphics processing
unit) have been suggested by Ernst et al. [58] or Haller et al. [82].
Irrespective of the actual stereo matching scheme, the amount of data as output of

such a system is enormous. Consequently, suitable algorithms are required to process
this data accordingly.

Point Accumulation The idea of point accumulation is to collect many three-dimen-
sional point measurements from different views in a sole and unified representation. A
popular way to do this is accumulating and fusing three-dimensional point data over
time. When working with mobile platforms, the most challenging part is the ego-motion
estimation between consecutive time steps. Additionally, if not compensated appropri-
ately or masked by some kind of intelligent pre-processing step, most approaches have
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difficulties dealing with dynamic scene content.
The final output of such schemes is quite manifold. Certainly, the most straightforward

way is to present the information just the same and identical to the input data as three-
dimensional point clouds, such as done by Geiger et al. [75]. Their approach matches two
consecutive image pairs (i.e. four frames) in real-time and fuses the reconstruction results
accordingly. Also, Kitt et al. [112] have shown a very similar scheme. Here, the authors
rely on a trifocal sensor geometry between image triples (i.e. the current left and right
as well as the previous left image). Using an iterated unscented Kalman filter [221],
the algorithm allows for precise frame-to-frame computation of the vehicle odometry
and thus for a subsequent fusion of the depth map results. Note that similar to these
approaches, plenty of work has been done in the field of visual odometry [7, 67, 99, 131]
or SLAM (simultaneous localization and mapping) [123, 125, 128, 210].
In recent years, the idea of using arbitrary photographs (and thus pictures with an

unknown camera geometry and orientation) for three-dimensional scene reconstruction
has become very popular under the slogan “Photo Tourism”. For this task, it is com-
mon practice and considered a challenge to process publicly available pictures from the
Internet. By now, different approaches exist with impressive results [1, 35, 65, 182, 194].
Nevertheless, up to this point, the main objective has either been an ego-motion

estimation problem or a camera calibration and pose orientation task. The actual depth
information itself, however, was accumulated in a raw unprocessed form and a reduction
or interpretation of the three-dimensional data volume was not targeted. In certain cases,
the aggregation of three-dimensional point clouds is often accompanied by a triangulation
step for extracting polygon surfaces of the scene geometry. For this purpose, numerous
approaches exist that show promising results.

Triangulation and Mesh Building The idea of mesh building is to create a polygonal
representation from point-based input data. For instance, Koch et al. [113] show an ap-
proach for extracting high-resolution object mesh models from sequences of uncalibrated
images that offer different views on the captured objects. Using the technique proposed
in [21], the authors compute the camera calibration (which includes the internal cali-
bration as well as the relative position and orientation of the camera) by tracking point
features throughout the sequence. Using the estimated calibration and camera poses,
they perform a rectification step on consecutive images. Subsequently, the authors com-
pute dense depth maps by using a variant of the stereo matching scheme proposed in [48]
that makes strong use of ordering and uniqueness constraints. However, for the whole
approach to work, prior three-dimensional scene knowledge is neither incorporated nor
required.
Secondly, the work of Micusik et al. [150] targets a GIS (geographic information sys-

tem) application. While driving trough an urban environment, their cascaded bottom-up
approach constructs three-dimensional mesh models incrementally over time. For this
task, the authors rely on 360 degree panoramic images. The construction process is
supported by making strong use of so called “L-shape” and planarity priors regarding
the three-dimensional world.
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Last but not least, Prankl et al. [175] present a system that aims at combining the
advantages of grid-based and point-based representations. The authors suggest an in-
cremental mesh-building system that tracks multiple planes across consecutive images.
Planes are selected using randomly sampled and weighted interest points. Once detected,
each plane serves as prior for creating new planes in subsequent images.
Certainly, these computer-graphics oriented approaches obtain detailed and visually

pleasing results. However, in terms of an automotive application, they also come with a
couple of drawbacks. Typically, these mesh models require multiple views to be built up.
Their inherent irregular structure complicates the handling process significantly. Thus,
they are hardly usable for automotive application or similar tasks that put emphasis on
fast detection rates and versatility. Further, by just having a three-dimensional mesh
model, the contained information is not interpreted in any way. This means that for
instance the inference of occupied and free regions can not be performed without further
processing of this data. Apart from that, these polygon grids do not provide motion
state information about the contained objects and the proposed methods are often not
tested with respect to robustness.

Feature Based Motion Estimation To tackle the issue of object motion estimation,
Franke et al. [66, 176] have presented a point-based tracking scheme called “6D-Vision”
that allows to independently track the position and motion state of sparse image point
features. Those are selected by a non-maximum suppression using the Harris corner
detector [84]. In order to decide which features to track, their quality is ranked using
the eigenvalues of their small neighborhood patches [213, 214]. Temporal correspon-
dences between consecutive time steps are resolved using the well known KLT-feature
tracker [137], and the motion state itself is estimated using an extended Kalman fil-
ter [225]. Hereby, the motion model assumption is to have a constant velocity state.
Yet, their approach can be extended easily to estimate higher order components as
for instance acceleration. While 6D-Vision started with a few thousand point features,
Müller et al. [159, 177] have extended that scheme to cope with dense input data. They
allow for a motion estimate for almost every pixel of the image.
Further, under the designation “Scene Flow”, numerous approaches aim to estimate

three-dimensional image motion fields using global energy minimization schemes. While
Huguet et al. [100] and Wedel et al. [224] rely on point features for that task and thus
estimate the image displacement and change of depth for consecutive frames, Popham et
al. [172] suggest to do the same thing for small planar surface patches. These patches
are selected using the method proposed in [81] and tracked in the presence of a smooth-
motion prior. Their approach computes a translation and rotation estimate for every
patch individually.
Up to this point, except for the mesh-building solutions, no reduction of the data

volume was performed. In fact, for most of the discussed techniques the opposite is
the case as they aimed at extracting further information such as object motion states.
In addition, so far, all considered approaches are feature-based and (except for minor
aspects such as the patch condition proposed in [172]) do not offer inherent support for
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regularization (e.g. topology arrangement priors or model orientation constraints).

Grid-Based Approaches In the following, the focus is redirected on work that puts
emphasis on layered world representations starting with map-based structures.
Map-based structures are used for representing three-dimensional environments hor-

izontally. To this end, mapping depth information to the cells of digital elevation
maps [119, 121] or 2D/3D occupancy grids [54, 156, 210] is probably the most com-
mon practice for modeling either the height of the ground surface or the likelihood of
the environment to be occupied. The resulting grid information is utilized further within
the scope of the most diverse processing task, e.g. for extracting scene attributes such as
freespace [8, 94, 223], obstacle information [9, 129, 167, 233] or the location of curbs and
sidewalks [165, 174, 191]. In [133], an approach is presented that uses probabilistic oc-
cupancy grids for self-localization in three-dimensional environments. Other approaches
employ occupancy grids in terms of autonomous navigation [4, 54, 209].
Apparently, one of the most striking benefits of using such grids is their usability and

thus versatile field of application. In addition, using grids allows to directly consider
sensor-specific noise and failure characteristics. For this reason, they are best suited to
perform multi-sensor data fusion [2, 144, 162, 199].
Certainly, grid-based representations also entail certain drawbacks themselves. For

instance, their finite spatial resolution implicitly leads to discretization effects. Aside
from that, environmental scene information in terms of object information or similar
is (with a few exceptions [33, 51, 68]) represented non-explicitly, such that using grids
unavoidably implies to require further processing steps for their interpretation. Along
with the point-based aggregation schemes, difficulties occur when dealing with dynamic
scene content and temporal map integration techniques [134, 166, 218].
Beyond that, another downside concerns their memory requirements, especially when

using three-dimensional grid structures to represent large-scale territories. Specifically
this aspect is targeted by the work of Schmid et al. [185] or Wurm et al. [230]. Their
approaches focus on three-dimensional probabilistic occupancy grids with the main ob-
jective to be efficient with respect to memory consumption. Hence, they propose to rely
on dynamic grid structures by using a sophisticated level-of-detail octree system. In
return, they provide spatial resolution specifically when needed and keep the memory
consumption low otherwise. Nevertheless, due to an increased structural complexity,
accessing data is no longer a plain and atomic operation while registering measurements
occasionally requires data re-organization of the grid. Consequently, both operations are
connected with additional computational effort.
Within the scope of tracking objects, Brechtel et al. [33] and Danescu et al. [51] have

presented two grid-based approaches. Both schemes rely on probabilistic occupancy
grids and use particle filtering [53, 208] to infer object motion states. For this purpose,
Brechtel et al. equip a 360 degree LIDAR scanner, and Danescu et al. rely on dense
stereo depth maps.
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Layered Representations Exploiting environmental regularities does not end with the
plain occupancy grid result. Thus, in the following, selected object detection schemes
are discussed that rely on grid maps as an auxiliary pre-processing step. A good example
for such a proceeding is the original approach to extract the Stixel World as we proposed
prior to this work in [9]. However, as this is the central topic of this thesis, that approach
is discussed separately and in more detail in Chapter 3.
An approach closely related to the Stixel principle has been published by Gallup et

al. [71] with the objective to create 3D volumetric object models. Multiple depth maps
from different views are accumulated in a single Cartesian histogram-based elevation
map. Thereafter, each cell is split into alternating empty and occupied vertical box
volumes. By relying on DP, the authors achieve an optimal segmentation for every cell
of the grid. Apparently, their approach is a combination of both, a horizontal model
to build the elevation map and a vertical model for the object extraction step. Further
note that the work presented by Wurm et al. [230] is related to Gallup’s approach.
In [192] we have introduced a method for curb detection using stereo vision and thus

rely on a digital elevation map (DEM). The curb is modeled as a third order polynomial
to separate road from sidewalk. For this purpose, the obtained DEM is projected to a
conditional random field [122, 204, 205] with the goal to assign its nodes to the class
labels road, sidewalk and outlier. The curb itself is extracted in an iterative scheme by
repeatedly using a surface estimation for the ground models (quadratic surfaces for both
sidewalk and road) and a loopy belief propagation [138, 205] step for inference of the class
affiliations. The approach yields good results, but, on the downside, is computationally
very expensive. For this reason, Siegemund et al. [191] modified this scheme to use an
extended Kalman filter for tracking the curb parameters over time. As a result, the
achieved result is stabilized and the labeling step allows to be initialized more efficiently
and thus requires significantly less iterations to converge. Another scheme for curb
detection that uses a DEM has been proposed by Oniga et al. [165]. Hereby, the authors
use edge-based cues extracted from the DEM to determine their model parameters.
However, they do not rely on a global scheme for the curb estimation.
In the field of remote sensing, Baillard et al. [11, 12] have presented a multi-step

method for reconstructing piecewise planar three-dimensional models of urban areas
from multiple aerial image views. A DEM is built up by using the cross-correlation
based stereo approach suggested in [48]. Then, using a plane sweeping strategy [43], the
authors extract lines and three-dimensional data from both the DEM and the images.
These lines relate to object boundaries and interact with each other using geometric
(e.g. coplanarity) and photometric (e.g. texture) constraints.

Object Modeling In order to represent people or objects explicitly, different procedures
are available. These do not necessarily rely on grid maps but suggest other techniques to
model objects within the environment. The most common and straightforward one is to
utilize three-dimensional box volumes, such as done by Leibe et al. [126, 127] or Ess et
al. [59] within the scope of pedestrian detection and tracking. Ideally, these bounding
boxes surround the object completely. However, due to the partly complex, irregular and
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deformable appearance of these objects (e.g. pedestrians), this box representation is to
be considered a comparatively rough approximation. As a result, boxes are convenient
to use, but entail severe limitations when it comes to representing objects in detail.
Nevertheless, with regard to vehicles and thus rigid objects, Barth et al. [15, 16, 17, 19]

have proposed a bounding box tracking scheme to describe and track vehicles in three-
dimensional space. Using the 6D-Vision [66, 176] approach and a sophisticated motion
model and filter techniques [13, 28], the authors reliably estimate the location, pose and
motion state of vehicles including their acceleration, velocity and yaw rate information.
Further, Leibe et al. [127] present a monocular structure-from-motion based multi-

view approach to detect and track objects and pedestrians in a unified scheme. These
are detected in two-dimensional image space and converted to three-dimensional obser-
vations. For the representation the authors rely on 2D and 3D bounding boxes. For the
tracking part a globally optimal set of so called “spacetime trajectories” is computed
that provides the best explanation for all object evidence collected.
Additionally, level sets are a popular method in order to yield a two-dimensional

representation of objects when putting emphasis on contour accuracy within the im-
age [49, 69, 189]. This representation allows for a very flexible description of arbitrarily
shaped objects using mathematical formulas that define sets of related pixels. Also, this
method allows to describe partitioned regions using a single function. However, this
approach also has its downsides. Firstly, the required computational background to find
the corresponding function is rather complex. Secondly, level sets are not intuitive to
handle, since objects are only described implicitly on a functional level.
With the goal to track objects and vehicles, several level set methods have been pro-

posed [72, 95, 240]. A sophisticated method focusing on contour-based tracking of non-
rigid objects (exemplified using sequences with pedestrians) was presented by Yilmaz et
al. [234]. The authors rely on a Bayesian motivated inference scheme and thus perform
an online training of color and texture models to use those as feature priors for object
tracking with an a posteriori expectation maximization technique.

Semantic Segmentation Recently, an incredible amount of work has been done in the
field of semantic and appearance-based segmentation of street scenes, mostly with focus
on complex urban districts [6, 38, 46, 60, 62, 80, 151, 190, 201, 228]. Definitely, this
is not a novel topic (e.g. see [45]). Nevertheless, modern algorithms and techniques
(e.g. see [204, 205] or [31, 115]) have led to new perspectives with partly promising
results. Thus, in the following, those with the highest affinity for our purpose are
discussed briefly.
In [63], Felzenszwalb et al. present a probabilistic image segmentation approach that

uses appearance to assign semantic information to certain regions of an image. The
image is segmented using a continuous upper and lower bound. The resulting upper
part is called background, the middle region is assigned to object and the bottom region
to floor. For the segmentation step the authors rely on DP. However, even though they
allow for further vertical segmentation of the centered object part, their approach is
limited to one object per column.
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Hoiem et al. [92] have presented a scheme to assign the labels of type sky, vertical (ob-
ject) and planar (ground) to super-pixels generated using the method proposed in [61].
The assumption is that every super-pixel has a unique and thus homogeneous labeling.
Their orientation is determined by estimating the vanishing points of the surfaces using
the method proposed in [116]. For the labeling itself, the authors rely on a greedy algo-
rithm while exploiting pairwise patch affinities. Further, an appearance-based boosted
decision-tree classifier on a trained data set is used to infer the probabilities for the class
affiliation.
In [135], Liu et al. use appearance cues to assign semantics to image regions using

a five parts model (to distinguish between top, left, right, bottom, and center). The
novelty of their approach is to introduce global topological ordering constraints to graph
cuts segmentation [32, 78]. However, their used constraints (that basically define allowed
arrangements of the used classes) are quite strict and therefore inflexible. For the solving
step the authors rely on an extension of the α-expansion graph cuts method [31, 32].
Their approach allows to yield a two-dimensional approximation of an unknown optimum
solution. Further, an approach closely related to the work of Liu et al. has been proposed
by Kohli et al. [114]. They suggest an extension of the typically used pairwise smoothness
potentials as well as a generalization of the Pn Potts model. As a result, they allow for
higher order conditional random fields and thus permit to deploy regularization priors
of higher magnitude (e.g. global consistency constraints).
Teboul et al. [207] have presented an approach for façade reconstruction using tax-

onomic grammars. Even though grammars originate from language processing, in this
work they are used to constrain the extracted segmentation result in the sense of a vocab-
ulary (i.e. wall, roof, window, balcony, etc.) and thus implicitly define a class of allowed
reconstruction results. The interesting aspect of this idea is that the authors yield a
hierarchical representation of the segmented object while being able to express explicit
ordering and semantic regularization priors. For the segmentation step the authors rely
on expectation maximization techniques and use dynamic programming [22].
Further, Barth et al. [20] have presented an approach for a probabilistic per-pixel multi-

class labeling of traffic scenes. To this end, the authors distinguish between the label
types static background/obstacle, ground, or moving object. Prior knowledge on class
topological ordering is accounted for by global ordering constraints (similar to [135]).
The data input is obtained from scene flow such as proposed by Wedel et al. [224]. In
addition, location priors for tracked vehicles are considered by using the tracking output
of [19]. Affinities between neighboring pixels are modeled using a conditional random
field, and loopy belief propagation is used for inference of the class assignments.

Our Contribution With this background of related work, we suggest using multi-layered
Stixels for representing and tracking arbitrary three-dimensional objects in dynamic,
real-world environments. For this purpose, we primarily focus on the use of stereo
vision. Even though this new Stixel type is a direct extension of our work published
prior to this thesis [9], the underlying methods of computation differ significantly [170].
We propose a novel approach for Stixel extraction that makes explicit use of physically
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motivated world model knowledge. Thus, to a certain extent, our procedure has overlap
to the work of Felzenszwalb et al. [63], Gallup et al. [71], Liu et al. [135], or other scene
labeling techniques [6, 20, 60, 93, 151, 207]. However, we neither require multiple views
nor prior appearance-based training steps. In contrast to the segmentation procedure
of Felzenszwalb or the approach of Liu, our method allows for additional horizontal
partitioning of the image into several vertically staggered objects. As a result, it allows
to represent the captured scenario in more detail.
Cascading multiple algorithms in a chain of independent processing steps, such as

done in the work of Gallup et al. [71], Hoiem et al. [92], Micusik et al. [150], Prankl et
al. [175], or in our previous work concerning Stixel computation [9], has turned out
to be an error-prone venture. Consequently, we suggest to perform both the freespace
computation and Stixel extraction in a sole, unified scheme.
Aside from working with stereo data, the proposed approach is also simple to use with

other sensor types (e.g. sparse LIDAR data [85, 170]). Furthermore, it is best suited to
be used in terms of multi-sensor data fusion [2, 144, 162, 199].
Temporal information is taken into account by relying on a Stixel-based tracking

scheme. This allows for estimating the absolute motion state of other objects indepen-
dent of our own motion. For this purpose, we closely follow the Kalman-filter based
working principle of the 6D-Vision approach [66, 176].
In this process, we choose from a variety of optical flow computation techniques,

such as a [160, 196] or [213]. Additionally, we propose an extension of the KLT-feature
tracker [213] that relies on two-dimensional feature patches. While affine transformation
for KLT-based tracking has already been discussed in [143] and [214], the novelty of
our method is to combine this idea with pixel-wise depth information. This way, we
explicitly exploit the fundamental model assumption of the Stixels to approximate rigid
and upright oriented surfaces. As a result, our approach leverages available texture
information from the input images and depth data from stereo much stronger than
comparable methods.
In most work concerning object tracking, the measurement steps and the actual track-

ing process are carried out independently (cf. [16, 66, 109, 149, 189, 191, 213]). However,
with respect to the optical flow computation, we decided to unite both closely. This is
achieved by using the Kalman-filter based state predictions in order to support the ini-
tialization process of the optical flow scheme. As a result, the performance with respect
to large and typically hard to compute optical flow vectors improves. In return, this
helps to increase the performance of the object tracking scheme considerably.
Finally, given the fact that the proposed algorithms are applied in the field of mobile

vision and driver assistance, concerns such as measurement accuracy, reliability and
robustness are of utmost importance. Therefore, instead of benchmarking on images
taken in controlled environments [89, 183, 184, 215], it is essential to evaluate new
algorithms thoroughly under different practical conditions and on large data sets.
The methodical building blocks of our work, as coarsely outlined above, are explained

in more detail in the following chapters of this thesis.
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The Multi-Layered Stixel World
The following chapter describes the necessary steps in order to obtain the multi-layered
Stixel World in detail. Thereby it extends the publication “Towards a Global Optimal
Multi-Layer Stixel Representation of Dense 3D Data” [170].
The main contribution of this work is a probabilistic approach to compute the Stixel

World for a stereo image pair in a single global optimization step. In addition, the
constraint of the Stixels to touch the ground surface is dropped. The approach allows for
multiple Stixels along every column of the image. For this purpose, the Stixel generation
problem as proposed in [9] is altered into a segmentation problem similar to the work of
Felzenszwalb et al. [63] or Gallup et al. [71]. Such an exemplary object segmentation is
illustrated in Figure 3.
To this end, a Bayesian formulation of the segmentation task is deduced, which leads

to a maximum a posteriori (MAP) estimation problem. We show how this problem
is solved optimally by means of dynamic programming [22]. Numerical concerns are
discussed along with particular characteristics of the relation between probabilities and
costs. Finally, insight into some of the implementation details is given and possible
extensions of the segmentation algorithm are discussed.
The proposed approach is not limited to a certain type of input data or sensor. Instead

it can be used for segmentation of measurement input taken from arbitrary 3D sensor
sources, such as LIDAR or time-of-flight sensors (e.g. the PMD camera) without applying
significant changes to the processing scheme. Additionally, it can be applied to input
data in either sparse or dense form. However, since we consider the stereo camera
to be the main sensor for the application in driver assistance, the focus lies on using
dense depth maps. Whenever the use of other sensors requires to modify the presented
approach, we will explicitly point this out it and suggest where and how to apply the
particular changes.

4 The Original Stixel Generation
In [9], we first presented the Stixel World, a medium-level representation that focuses
on providing the first object to encounter along every column of an image. Each Stixel
describes a particular area of an object in terms of its base and top point. Altogether, the
Stixels encode the three-dimensional content of the scene in consideration of freespace
and obstacle information. According to the initial definition of the Stixel primitive, the
described obstacle touches the ground surface and is located at the end of the freespace.
The Stixel World is applicable for a wide variety of tasks in computer vision, robotics,
and driver assistance, e.g. for mapping tasks or as control of attention for object detection
and classification.
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The Multi-Layered Stixel World

Figure 5: Visualization of the construction process for the Stixel World as published
prior to this thesis [9]. The Stixel representation is extracted in a cascade of
multiple independent algorithms. This includes the computation of a polar
occupancy grid, the freespace computation, the height segmentation and the
final Stixel extraction.

4.1 The Creation Process

According to [9], the Stixel World is constructed from raw stereo data in a cascade of
multiple consecutive and independent steps:

1. Stereo disparities are mapped to a polar occupancy grid.

2. The occupancy grid is segmented from left to right in order to extract the freespace
information. For this step dynamic programming (DP) [22] is used. The end of
the freespace corresponds to the base point for the adjacent obstacle.

3. A membership and a cost image is created, in order to let disparities vote whether
they belong to an object located at the end of the freespace or not.

4. The resulting cost image is segmented in a second DP step in order to obtain the
upper outline and thus the top point of the first obstacle along every column of
the input image.

5. The resulting base and top points for every column are used to extract the final
Stixel representation for the three-dimensional scenario.

In order to clarify this procedure, Figure 5 visualizes the individual steps. To this end, it
illustrates the subsequent intermediate results when extracting the Stixel representation
for an exemplary urban scenario. In order to find a more detailed description of this
procedure, we refer to [8] for the freespace computation and to [9] for the described
Stixel extraction steps.
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5 Extension of the Stixel Primitive

4.2 Discussion of the Original Approach

Even though the proposed procedure yields good results on a wide variety of scenarios
it also has a few inadequacies and drawbacks.
Typically, a cascade as sketched in the previous section is prone to errors, e.g. missed

objects in the freespace computation can hardly be corrected in subsequent steps. Fur-
ther, this scheme contains multiple thresholds and nonlinearities. For instance, the
decision whether a disparity measurement is registered into the occupancy grid or not
is a case in point. According to Badino [8], only points between a minimum and a
maximum height are considered. For this reason, the resulting representation strongly
depends on these parameters. Further, the performance at larger distances is a direct
result of the accuracy of the camera orientation with respect to the tilt and roll angle.
Moreover, taking into account only the first obstacle along every viewing angle can

cause to miss relevant objects, such as a pedestrian entering the vehicles driveway from
behind the engine hood of a car that is parked at the side of the road.
Additionally, the constraint of the first obstacles to touch the ground surface is a rather

rough and strict approximation of the real-world. There are several natural examples
which violate this assumption, such as overhanging load from a truck, crash barriers or
gates at railroad crossings.
In order to make the representation more consistent with our actual world geometry,

the initial idea for the Stixel representation is extended accordingly.

5 Extension of the Stixel Primitive

In [63], Felzenszwalb et al. proposed a labeling scheme that segments an arbitrary image
into three continuous horizontal labels. For this purpose a bottom, middle and top region
is computed. While the bottom and top region describe floor and background, themiddle
region describes the actual object content of the scene. The authors allow additional
but limited vertical sub-partitioning of the middle region, such that the objects can be
segmented further with a little more detail. However, they do not perform any further
horizontal segmentation of the object layer. Thus, only one object region per column is
extracted which does not suffice to model the level of detail that typical road scenarios
exhibit. Anyway, the basic idea for this labeling scheme has similarities to what we
intend to obtain by means of the multi-layered Stixel representation. Also, the authors
rely on DP for the solving step.
Our technique is also closely related to the work presented by Gallup et al. [71].

Their suggested approach creates a variant of a Cartesian three-dimensional (volumetric)
occupancy grid referred to ’n-layer heightmap’. Therefore, it requires to collect a certain
amount of data from multiple views until applying the segmentation step is feasible.
Thus, it is not suited to work on a single frame basis and has difficulties to consider
dynamic scene content. For the actual object extraction step, they rely on DP and
segment every cell of the obtained map to adjacent regions while altering between the
labels free and occupied (by an object).
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For our purpose, a single frame approach is described. Every column of an image is
segmented into multiple vertical segments. In addition, every segment is assigned to
exactly one of the three possible labels of type ground, object and sky. Those labels are
given the following meanings:

• ground
All areas of the three-dimensional world with horizontal orientation, such as floor,
road or sidewalks.

• object
That content of the scene that has vertical and thus upright orientation, such as
obstacles, pedestrians, solid infrastructures or other road users.

• sky
All areas of the image that belong to the sky or vertically oriented background at
a very large distance.

Our approach is not limited to a single object segment along every column, but allows for
a variable and by certain means physically plausible combination of those three classes.
That way, the segmentation result is capable to correctly describe even complex sce-

narios, such as staggered objects located at multiple depths or changing class occurrences
between ground, object and sky. An example for such a scenario is depicted in Figure 3.

5.1 Mapping the Stixel World to a Labeling Problem

Given the left rectified camera image I of size w × h of a stereo image pair and the
set of possible labelings L, a multi-layered Stixel World corresponds to a column-wise
segmentation L ∈ L of I into the classes C = {g,o,s} (i.e. ground/road, object and sky)
of the following form:

L = {Lu | 0 ≤ u < w} (1)
Lu = {sn | 1 ≤ n ≤ Nu ≤ h}

sn =
(
vbn, v

t
n, cn, fn(v)

)
, with 0 ≤ vbn ≤ vtn < h , cn ∈ C

Lu denotes the labeling for an image column u, that may consist of multiple segments sn.
The total number of segments for each particular column is given byNu. Their maximum
number is implicitly limited by the height of the image, such that 0 < Nu ≤ h. In
this notation the image row coordinates vbn (base point) and vtn (top point) mark the
beginning and end of segment sn.
Further, the segment is assigned to a class cn ∈ C. The term fn(v) is an arbitrary

function f : N → D that computes the disparity (i.e. the depth) of that segment. It is
only defined at row v with vbn ≤ v ≤ vtn.
All segments sn−1 and sn are vertically adjacent such that for each segmentation
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Lu ∈ L ∈ L of column u the following ordering applies:

0 = vb1 ≤ vt1 < . . . < vbNu ≤ v
t
Nu = h− 1 (2)

with vtn−1 + 1 = vbn, 1 < n ≤ Nu

Since every segmentation L ∈ L conforms to (2) it is implicitly guaranteed that every
image point is assigned to exactly one label. Two examples for valid column segmenta-
tions are depicted in Figure 6.
According to [9], all Stixels share the same width ws of typically 5 px in the image.

With regard to the specifications of our camera system (which typically is 1024× 440 px
with about 45° field of view), this has proven a good working choice. Thus, we main-
tain this strategy for our purpose as well. However, depending on the particular use
case or given a different sensor setup, adapting the Stixel width might prove beneficial.
Nevertheless, irrespective of the particular choice, every ws columns are labeled together.

5.2 The Data Model

During the labeling step all segments are assigned to be either ground, object or sky. For
this purpose, all segments are assumed to approximate piecewise planar surfaces of the
three-dimensional environment. Consequently, the choice for a function fn is reduced to
the set of linear functions. Given that our world geometry in man-made environments
mainly consists of surfaces with either vertical or horizontal orientation, this function
set can be reduced even further. Segments assigned to object are assumed to have a
constant disparity, such that the corresponding function is given as fon(v) = dn, where
dn is the representative disparity within the segment sn. Note that this approximation
is only valid for small tilt angles of the stereo rig. If the camera tilt angle is known,
this effect is straightforward to correct within the stereo data (e.g. by using rotation).
However, with regard to the typical camera installation as used for detecting objects and
freespace in traffic environments, that error is negligible.
The expected surface for every segment labeled as ground is modeled as the linear

function fgn(v) = α · (vhor − v), where α is the expected ground disparity gradient and
vhor is the row coordinate of the horizon. Both parameters α and vhor are extracted from
the known camera geometry.
For class sky a function disparity of fsn = dn near 0 is assumed. This is because sky is

expected at an infinite distance. Note that the definition of the function set for object
and sky is overlapping, since both functions fo

n and f s
n are constant. Further note that

objects can also be located near disparity dn = 0. The actual difference lies within
the model parametrization that is dealt with later in this section. The idea of using
these linear functions is illustrated in Figure 6. It shows, how object segments have
approximately constant disparity profiles. Ground segments on the other hand follow
the disparity gradient of the road surface.
Just like any other sensor, camera sensors and stereo matching algorithms are prone to

errors. This leads to noise, missing disparity measurements or outliers as illustrated in
Figure 6 by means of the actual disparity measurement vectors for both exemplary
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Figure 6: Visualization of the data model. The blue line across the image marks an
exemplary column that is segmented. Red and green denote the ideal data
and segmentation into object, ground and sky. The dashed line is the expected
ground profile. The actual disparity measurement vector for the column of each
particular scenario is marked purple.

marked columns. For this reason, the next section introduces this labeling task in
terms of a probabilistic approach that is capable to deal with such artifacts and sensor
characteristics.

5.3 The Stixel World as a Probabilistic Approach
The reconstruction process of the three-dimensional environment does not solely depend
on the measured input data. Instead, it is also supported by a certain set of world model
assumptions. In contrast to hard thresholds, priors are incorporated in a probabilistic
fashion with the objective to find the most likely, most probable and thus optimal re-
construction for the three-dimensional scenario. The reconstruction process described in
the following aims to model physically motivated assumptions and expectations of our
three-dimensional environment. That includes the following:

• Bayesian information criterion (BIC): The number of objects captured along every
column is usually small. Dispensable cuts should be avoided (cf. [25, 71, 187]).

• Gravity constraint: Flying objects are unlikely. The ground-adjacent object seg-
ment should stand on the ground surface.

• Ordering constraint: The upper of two staggered object segments is expected to
have a greater depth than the lower one. Reconstructing otherwise (e.g. for traffic
lights, signs or trees) is still possible if sufficiently supported by the input data.

• Staggering constraint: Certain constellations of different segment types are phys-
ically implausible and thus must not occur. For instance, this includes ground
segments above sky or multiple vertically adjacent sky segments.
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6 Formulation as MAP Problem

• Diving constraint: Objects are not expected to intersect into the ground. Thus,
the base point for objects should lie above the ground surface.

6 Formulation as MAP Problem
Searching for the Stixel representation that matches best with the above criteria is a
typical MAP estimation problem. To this end, let Z be our measurement that can
consist of multiple arbitrary input cues. Let P (L | Z) express the probability of L for
being a valid labeling of Z. Now, the goal is to determine the most probable labeling
L∗ ∈ L, such that:

L∗ = arg max
L∈L

P (L | Z) (3)

Unfortunately, any prior knowledge about that posterior probability P (L | Z) is hard
to infer. The only strategy at this point would be to check for all possible elements
L ∈ L, which is obviously not an option. However, applying the Bayes’ theorem allows
to express P (L | Z) as:

P (L | Z) = P (Z | L) · P (L)
P (Z) (4)

In this notation, P (Z) is a normalization factor that expresses the likelihood of the
observed measurement input Z. That means, P (Z) denotes the probability to receive
exactly those sensor measurements (i.e. the stereo depth map D for the left input image
I) as we just did. However, neither do we posses any knowledge or expectation about
that at this point nor is this relevant, since the measurement input Z is not altered while
computing the maximum of the posterior probability (in order to find L∗). Therefore,
P (Z) is neglected for the subsequent steps, which results in P (L | Z) ∼ P (Z | L) ·P (L).
From a theoretical point of view it is worth mentioning that this will consequently yield

the maximum likelihood, but not the actual maximum posterior probability P (L | Z).
Since we focus on processing stereo disparities and for now do not incorporate further
input cues, we substitute the input measurement Z with the stereo depth map D, which
yields

P (L | D) ∼ P (D | L) · P (L) , (5)

the product of the conditional probability of D given L and the prior probability P (L)
of L. P (D | L) rates the probability to compute the depth map D given a certain
labeling L. Later on, this will be the data term for the optimization. The second term
P (L) embodies the overall probability for each individual labeling L and is the lever to
model such regularization constraints as listed above in Section 5.3.

6.1 Choosing an Optimization Space

In order to proceed with the segmentation task it is required to discuss the coordinate
space, which is used to optimize for L∗. For this purpose, we decide to work in image
coordinates by using the v-disparity space [120, 168, 195]. This proves advantageous for
a couple of reasons. Firstly, when using stereo disparities no extra computation time
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is required for triangulation or projection between different coordinate spaces, which
renders this choice as quite efficient. Secondly, that coordinate space has inherently finite
boundaries, which is of benefit later on when working with probability densities. Besides
that, additional quantization artifacts are avoided. For instance, this is a common side
effect of mapping measurements to grids or voxel spaces, such as occupancy grids or
elevation maps. In addition, the noise characteristic of the depth measuring sensor is
preserved and thus can be considered directly.
When utilizing other sensor types one might reconsider that choice, because changing

to a different space could prove beneficial. E.g. when using a 360 degree LIDAR, such
as the Velodyne HDL-64E S2 [85], relying on cylindrical coordinates might be advisable.
Anyhow, this step is optional, as we will show in the results section.

6.2 Requirements for the Data and Labels

In order to proceed with the expression given in Equation (5), the conditional probability
P (D | L) and the prior probability P (L) have to be transformed, such that we are able
to express both explicitly. This requires to make some fundamental assumptions about
the properties of the input data D, the labeling L and their semantic relation.
In the following, every single disparity d ∈ D is stated as mutually independent from

all other d ∈ D\d. Naturally, this is barely correct when using stereo matching schemes
such as SGM [88], belief-propagation stereo [202, 232, 229], or approaches based on total
variation [147, 236]. All of these techniques optimize for smoothness and thus exhibit
correlations to neighboring disparities. However, stating the assumption of mutual in-
dependence is a necessary step in order to get hold of the vast complexity this problem
exhibits. Due to this decision, the disparity input is generalized to the vertical disparity
vector Du ∈ D, with Du = {dv} and dv = D(u, v), 0 ≤ u < w, 0 ≤ v < h. Hence, this
procedure allows to transform P (D | L) as follows:

P (D | L) =P (D0, . . . , Dw−1 | L) (6)
=P (D0 | L) · P (D1 | L,D0)︸ ︷︷ ︸

P (D1|L)

·P (D2 | L,D0, D1)︸ ︷︷ ︸
P (D2|L)

· . . . · P (Dw−1 | L,D0, . . . , Dw−2)︸ ︷︷ ︸
∼P (D0 | L) · P (D1 | L) · . . . · P (Dw−1 | L)

=
w−1∏
u=0

P (Du | L)

According to Equation (6), the different columns of the image can be computed inde-
pendently. Furthermore, the measured data from Du is considered as mutually indepen-
dent from all remaining labeled columns Lu ∈ L\Lu. Rewriting the likelihood P (Du | L)
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as P (Du | L1, . . . , Lw) allows to reduce this term to P (Du | Lu). As a result we obtain:

P (D | L) =
w−1∏
u=0

P (Du | L) =
w−1∏
u=0

P (Du | L0, . . . , Lw−1︸ ︷︷ ︸
Lu

) ∼
w−1∏
u=0

P (Du | Lu) (7)

Additionally, for the prior P (L) mutual dependencies between the columns Lu, Lu ∈ L
with u 6= u are not modeled. This makes it possible to transform P (L) as follows:

P (L) =P (L0, . . . , Lw−1) (8)
=P (L0) · P (L1 | L0)︸ ︷︷ ︸

P (L1)

· . . . · P (Lw−1 | L0, . . . , Lw−2)︸ ︷︷ ︸
P (Lw−1)

∼
w−1∏
u=0

P (Lu)

Finally, the posterior probability P (L | D) from Equation (5) can be expressed as:

P (L | D) ∼
w−1∏
u=0

P (Du | Lu) · P (Lu) (9)

The following sections discuss how the likelihood P (Du | Lu) and the prior probability
density function P (Lu) are split up further.

7 Definition of the Data Terms

The conditional probability density P (Du | Lu) has the objective to rate the likelihood
of the input data given a labeling Lu. In order to disassemble P (Du | Lu) further, this
term is rewritten as follows:

P (Du | Lu) =P (d0, v0, . . . , dh−1, vh−1 | Lu) (10)
=P (d0, v0 | Lu) · P (d1, v1 | Lu, d0, v0)︸ ︷︷ ︸

P (d1,v1|Lu)

· . . . · P (dh−1, vh−1 | Lu, d0, v0, . . . , dh−2, vh−2)︸ ︷︷ ︸
P (dh−1,vh−1|Lu)

∼
h−1∏
v=0

P (dv, v | Lu)

To clarify the notation, dv denotes the disparity value at row v within the disparity col-
umn vector Du with 0 ≤ u < w and 0 ≤ v < h. All terms P (dv, v | Lu, d1, . . . , dv−1) are
reduced to P (dv, v | Lu). This is possible since all disparity measurements are assumed
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as mutually independent (see Section 6.2). Therefore, we continue with:

P (Du | Lu) =
h−1∏
v=0

P (dv, v | Lu) (11)

=
h−1∏
v=0

P (dv | s1, . . . , sNu , v) · P (v | s1, . . . , sNu)

∼
h−1∏
v=0

P (dv | s1, . . . , sNu , v)

For our purpose, the term P (v | s1, . . . , sNu) is modeled as a uniform distribution and
thus simply has a normalizing effect. Therefore, when searching for the maximum of the
likelihood P (Du | Lu), it can be neglected.
For the next steps, another assumption about the measurement data and the segment

labels has to be made. We state that a mutual dependency of dv must only exist to that
segment sn where vbn ≤ v ≤ vtn. Given that property, P (Du | Lu) is split up further:

P (Du | Lu) =
h−1∏
v=0

P (dv | s1, . . . , sNu , v) (12)

=
h−1∏
v=0

{
P (dv | sn, v) , vbn ≤ v ≤ vtn
1/(dmax−dmin) , otherwise

In this notation, dmin and dmax denote the minimum and maximum disparity value.
Finally, the term P (Du | Lu) can be rewritten as the overall product of

P (Du | Lu) =
Nu∏
n=1

vtn∏
v=vbn

P (dv | sn, v) . (13)

7.1 Generic Sensor and Measurement Model

According to Equation (13) the probability density P (dv | sn, v) for a disparity measure-
ment dv at row v within segment sn has to be defined. This term will play an essential
role for the optimization in order to estimate the overall maximum posterior probability.
Referring to Thrun et al. [209], the term P (dv | sn, v) is a typical forward model, because
it embodies a generative description of the physical characteristics of the used sensor.
Thus, in order to continue, the sensor characteristics have to be defined and modeled,

such that the data model described in Section 5.2 can be applied. These topics are
covered within the next sections.

7.1.1 The Measurement Model for Stereo Sensors

In the following we proceed with the intermediate result of Equation (13) and the decision
for the v-disparity space. Its applicability for the optimization step was motivated in
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Section 6.1. All sensors are prone to errors under particular conditions. Referring to
the stereo sensors, this means that not every pixel necessarily has a valid disparity
measurement and if it does, it might be an outlier.
In the following this particular sensor characteristic is considered in two steps. Firstly,

we account for an outlier rate pout that models the probability to encounter outliers.
Secondly, the case of not having a valid disparity measurement has to be dealt with.

To this end, a mapping ∃ : D → {0, 1} and the probabilities pc@, with c ∈ {g, o, s} are
defined. The mapping ∃(dv) equals ’1’ if the disparity dv is valid (i.e. dv 6= dinv) and ’0’
otherwise.
The meaning of the variables pc@ is explained as follows: Given that dv is an invalid

disparity measurement (i.e. ∃(dv) = 0), the term pc@ denotes the probability for pixel v
(in row u) to be of class type c. Accordingly, for an arbitrary pixel within the segment
sn follows pcn@ = P (cn | ∃(dv) = 0).
It is important to note that the choice for a pixel to be labeled as object, ground or

as sky is exclusive, since every pixel must have a unique class assignment. Further note
that for the terms pg@, po@ and ps@ the condition pg@ + po@ + ps@ = 1 has to apply.
At this point, however, we are not particularly interested in P (cn | ∃(dv) = 0), but

in P (∃(dv) = 0 | cn). Their connection is given by applying the the Bayes’ theorem to
P (cn | ∃(dv) = 0), such that:

P (∃(dv) = 0 | cn) = P (cn | ∃(dv) = 0) · P (∃(dv) = 0)
P (cn) = pcn@ · P (∃(dv) = 0)

P (cn) (14)

In this process, the terms P (∃(dv) = 0) and P (cn) are modeled as constant. Alterna-
tively, P (cn) and P (∃(dv) = 0) can be statistically learned and, where required, can be
adapted depending on the particular driving scenario or environmental conditions.
With that background, P (dv | sn, v) is defined as:

P (dv | sn, v) =
{
PD (dv | sn, v) · (1− P (∃(dv) = 0 | cn)) , if ∃(dv) = 1
P (∃(dv) = 0 | cn) otherwise

(15)

The term PD (dv | sn, v) (also referred to as “data term”) denotes the probability for
a particular disparity measurement dv given the row v and the segment sn. Pursuant to
the properties of our sensor model, it is defined as a mixture model that consists of a
uniform distribution with the objective to model the chance to encounter outliers and a
Gaussian distribution in order to rate the affinity of dv to sn. The idea of using such a
mixture model is motivated in Figure 7.
The definition of the stereo sensor model PD (dv | sn, v) is given by:

PD (dv | sn, v) = pout
dmax − dmin

+Anorm · e
− 1

2

(
dv−fn(v)
σcn (fn,v)

)2

(16)

The expected outlier rate is given by pout. The standard deviation parameter σc(fn, v),
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Figure 7: Illustration of a mixture model that consists of a uniform and a Gaussian
distribution. The uniform distribution (red area) allocates for the chance of
outliers, the Gaussian distribution (green area) rates actual disparity measure-
ments with respect to the estimated mean (dashed line).

c ∈ C of the Gaussian distribution incorporates the noise model for the disparity mea-
surement with respect to the class type cn. Thus, a model-based normalization of the
individual probability densities is achieved. The term Anorm re-normalizes the Gaussian
function, such that the integral of PD(dv | sn, v) for the actual disparity domain equals
one. It is defined as:

Anorm = 1− pout
Arange

· 1
σcn (fn, v) ·

√
2π

(17)

Again, Anorm contains a further parameter Arange that is required for interval nor-
malization. This is because the domain for valid disparity values is limited to dv ∈
[dmin, dmax], whereas the Gaussian distribution is originally defined for an infinite do-
main. The two parameters σcn (fn, v) and Arange are determined within the next two
subsections.

7.1.2 Model-Based Normalization by Error Propagation

The class-dependent standard deviations σcn(fn, v) with σo, σg or σs for object, ground
and sky are determined dynamically. They all stand in relation to the expected sensor
measurement noise, the camera geometry and tilt angle accuracy. Thus, they directly
depend on the used sensor type and its particular parametrization. For our purpose,
they are derived from the stereo sensor model by error propagation.
These noise parameters take into account by what degree single disparity measure-

ments are allowed to mismatch with the assumed segment function fn. For this purpose
the following parameters regarding the stereo sensor and world model are considered:

• the disparity uncertainty σd of the stereo camera system

• the camera installation height hcam, the camera tilt angle αcam as well as their the

28



7 Definition of the Data Terms

corresponding uncertainties σhcam and σαcam

• the range of depth ∆Z into which objects are allowed to extend, hence violating
the constant disparity assumption for segments labeled as object

The uncertainties σo (fn, v) and σg (fn, v) for object and ground are constructed as fol-
lows:

σo (fn, v)2 = σ2
d + σZ (fn(v))2 (18)

σg (fn, v)2 = σ2
d + σr (v)2 (19)

Apparently, both equations contain two additional terms: The disparity uncertainty
σZ (fn(v)) resulting from ∆Z and the uncertainty σr (v) for the actual road model. Due
to perspective effects they are adaptive, which is why σZ (fn(v)) depends on the value
of the disparity function fn(v) for a possible segment sn. On the other hand, the road
model uncertainty σr (v) directly depends on the row position v.

In detail, the noise term σZ (fn(v)) is derived from the projection equation using error
propagation. This step assumes the pinhole camera geometry as well as a standard
stereo camera setup, such that:

Zv(dv) = fu · b
dv

∂Z

∂d
= −fu · b

d2 (20)

This leads to the expression

σZ (fn(v)) = fn(v)2

fu · b
·∆Z , (21)

where b is the base line and fu, fv correspond to the horizontal and vertical focal lengths
of the left rectified camera. Further, the road model uncertainty σr(v) is computed from:

Zv = hcam
vhor−v
fv

+ αcam
= fu · b

dv
(22)

The middle term is approximate and valid for small values of αcam. The coordinate
Zv represents the expected distance to the ground surface at v under the assumption of
a flat surface. vhor is the image row coordinate of the horizon and extracted from the
known camera orientation. Naturally, this term is only valid for v − vhor < fv · αcam.
However, as discussed in Section 7.1.1, road occurrence is not expected above the horizon
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anyway. Following Equation 22 results in:

dv = fu · b
hcam

·
(
vhor − v
fv

+ αcam

)
, and thus (23)

σr(v)2 =
(
∂dv
∂hcam

)2
· σ2

hcam +
(

∂dv
∂αcam

)2
· σ2

αcam

=
(
fu · b
hcam

)2
·
[

1
h2

cam
·
(
vhor − v
fv

+ αcam

)2
· σ2

hcam + σ2
αcam

]

At last, the noise parameter σs for sky labeled segments requires a few extra words.
According to a statement made in Section 5.2, sky segments are expected to have an
approximating function with fsn(v) ≈ 0. This is self-evident, since sky segments are
modeled as vertically oriented surfaces at an infinite distance. However, stereo matching
algorithms are commonly subject to encounter severe problems in sky regions, especially
when those parts of the image exhibit insufficient texture information. This scenario is
not unlikely and for instance occurs on cloudless situations or for homogeneously misted
skies. This particularity has to be dealt with separately. Thus, a dedicated disparity
noise σs and outlier rate psout are defined for sky segments. Compared to the standard
disparity noise σd the expected noise term σs for sky is rather small. In contrast, the
outlier rate is expected as significantly higher.

7.1.3 Gaussian Interval Normalization

Naturally, the domain for disparity measurements d ∈ D is limited, such that dmin ≤ d ≤
dmax. For our stereo camera setup the domain for valid disparities equals to the interval
of d ∈ [dmin = 0px, dmax = 128 px]. Therefore, when relying on a Gaussian distribution
to model sensor characteristics within the disparity space or comparable limited domains,
the resulting probability distribution has to be re-normalized. According to Equation 16,
this results in a scalar correction of the distribution with the factor Arange. To this end,
Arange is computed by:

Arange =
ˆ dmax

dmin

1
σcn (dv, v) ·

√
2π
· e
− 1

2

(
d−fn(v)
σcn (fn,v)

)2

dd (24)

That integral can be computed directly by using a scaled and shifted variant of the
error function for a standard distributed Gaussian function with mean 0. For non-
standard Gaussian distributions this results in:

Arange = 1
2 ·
[
erf
(

dmax − fn
σcn(fn, v) ·

√
2

)
− erf

(
dmin − fn

σcn(fn, v) ·
√

2

)]
(25)
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8 Definition of the A Priori Terms

The a priori term P (Lu) from Equation (9) incorporates the world model expectation
with respect to the resulting three-dimensional reconstruction of the scene. In a certain
way this is in analogy to the smoothing priors of modern stereo matching algorithms,
such as mentioned in Section 6.2, or certain optical flow methods such as the TV-L1
optical flow estimator [97, 161, 236].

In contrast to the data term likelihood P (Zu | Lu), the a priori term P (Lu) does not
contain any dependencies to the input data. Instead, it expresses mutual and semantic
aspects between the segments of a column, such as those listed in Section 5.3. In the
following Sections P (Lu) is split up and defined accordingly.

8.1 Deduction of the A Priori Terms

The likelihood term P (Lu) rates the probability to encounter a certain constellation
of segments sn with Lu = {s1, . . . , sNu}. For that purpose, P (Lu) is transformed as
follows:

P (Lu) = P (s1, . . . , sNu) (26)
= P (s1) · P (s2 | s1) · . . . · P (sNu | s1, . . . , sNu−1)

Proceeding requires to discuss the particular relations in which the segments from
Lu participate. In order to keep the modeling complexity tractable, pairwise mutual
dependencies between all adjacent segments sn−1 and sn are modeled. Hence, a segment
sn only relates to its adjacent neighboring segments sn−1 and sn+1, and does not directly
depend on any other segment within the column labeling Lu. This property allows to
simplify the upper terms as follows:

P (Lu) = P (s1) · P (s2 | s1) · P (s3 | s1, s2)︸ ︷︷ ︸
P (s3|s2)

· . . . · P (sNu | s1, . . . , sNu−1)︸ ︷︷ ︸
P (sNu |sNu−1)

(27)

∼ P (s1) ·
Nu∏
n=2

P (sn | sn−1)

According to this result, P (Lu) breaks into two terms: P (s1) and the conditional
terms P (sn | sn−1). The former one states the probability of a particular occurrence of
the first segment s1 =

{
vb1, v

t
1, c1, f1(v)

}
. The latter part incorporates semantic aspects

between adjacent segments up to the last segment sNu . This term includes such aspects
as ordering or gravity regularization.
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The unary term P (s1) is defined by:

P (s1) = P
(
vb1, v

t
1, c1, f1(v)

)
(28)

= P
(
vb1, v

t
1

)
· P

(
c1, f

c
1(v) | vb1, vt1

)
= P

(
vb1

)
· P

(
vt1 | vb1

)
︸ ︷︷ ︸

P(vt1)

·P
(
c1 | vb1, vt1

)
︸ ︷︷ ︸

P(c1|vt1)

·P
(
f1(v) | vb1, vt1, c1

)
︸ ︷︷ ︸

P (f1(v)|c1)

∼ P
(
vb1

)
· P

(
vt1

)
· P

(
c1 | vt1

)
· P (f1(v) | c1)

Note that the last step in order to yield the final result of Equation (28) utilized a
couple of simplifications that should be explained in a few words. For reducing P (vt1|vb1)
to P (vt1), P

(
c1 | vb1, vt1

)
to P

(
c1 | vt1

)
and P

(
f1(v) | vb1, vt1, c1

)
to P (f1(v) | c1), a few

inherent coherences of the optimization problem have been exploited. According to the
definition of the labeling (see Equation (2) in Section 5.1) and due to the fact that s1 is
the first segment, the base point vb1 has to equal 0. Therefore, the conditional variable
vb1 in P (vt1|vb1) is ignored. Secondly, P

(
c1 | vb1, vt1

)
is simplified to P

(
c1 | vt1

)
for the

same reason. The third term is reduced from P
(
f1(v) | vb1, vt1, c1

)
to P (f1(v) | c1) due

to semantic aspects. The mutual dependency of function f1(v) to c1 is obvious, since
the type of that function (constant disparity vs. slanted surface) is directly determined
by the class type c1. However, such a connection between f1(v) and vb1 or vb1 does not
hold. Therefore, these two conditional parameters are neglected.

Next, the conditional probability P (sn | sn−1) from Equation (27) is discussed. In this
context, sn represents the upper and sn−1 the lower and thus previous segment. Accord-
ing to the definition of sn and sn−1 this term can be rewritten as:

P (sn | sn−1) = P
(
vbn, v

t
n, cn, fn(v) | vbn−1, v

t
n−1, cn−1, fn−1(v)

)
(29)

Even though this may appear complex, the probability density allows to be broken
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down to a few factors. Hence, the term P (sn | sn−1) factorizes as follows:

P (sn | sn−1) =P
(
vbn, v

t
n, cn, fn(v) | vbn−1, v

t
n−1, cn−1, dn−1

)
(30)

= P
(
vbn | vtn−1, v

b
n−1, cn−1, fn−1(v)

)
︸ ︷︷ ︸

P(vbn|vtn−1)→(I)

· P
(
vtn, cn, dn | vbn, vbn−1, v

t
n−1, cn−1, fn−1(v)

)
=P

(
vbn | vtn−1

)
· P

(
vtn | vbn, vbn−1, v

t
n−1, cn−1, fn−1(v)

)
︸ ︷︷ ︸

P(vtn|vbn)→(II)

· P
(
cn, fn(v) | vbn, vtn, vbn−1, v

t
n−1, cn−1, fn−1(v)

)
=P

(
vbn | vtn−1

)
· P

(
vtn | vtn−1

)
· P

(
cn | vbn, vtn, vbn−1, v

t
n−1, cn−1, fn−1(v)

)
︸ ︷︷ ︸

P(cn|vtn−1,cn−1)→(III)

· P
(
fn(v) | vbn, vtn, cn, vbn−1, v

t
n−1, cn−1, fn−1(v)

)
︸ ︷︷ ︸

P(fn(v)|cn,vtn−1,cn−1,fn−1(v))→(IV)

For this transformation inherent coherences of the optimization problem have been
exploited as well. At first, step (I) reduced the term P

(
vbn | vtn−1, v

b
n−1, cn−1, fn−1(v)

)
to P

(
vbn | vtn−1

)
. This is justified, since neither the previous base point vbn−1, nor the

class type cn−1 and function fn−1(v) relate to the base point of segment sn in any way.
For the remaining variables the ordering condition vbn = vtn−1 + 1 must apply. Step (II)
reduces P

(
vtn | vbn, vbn−1, v

t
n−1, cn−1, fn−1(v)

)
to P

(
vtn | vbn

)
for the same reasons.

Step (III) from P
(
cn | vbn, vtn, vbn−1, v

t
n−1, cn−1, fn−1(v)

)
to P

(
cn | vtn−1, cn−1

)
drops

all conditional variables that do not influence the likelihood for the class labeling cn of
segment sn.

Respectively, the same procedure is applied in step (IV) for the function fn(v), that is
taken into account by the term P

(
fn(v) | vbn, vtn, cn, vbn−1, v

t
n−1, cn−1, fn−1(v)

)
. Further

meaning and semantics of these expressions as well as their definitions are discussed in
the next section.

Finally, the conditional probability P (sn | sn−1) is written as:

P (sn | sn−1) ∼P
(
vbn | vtn−1

)
· P

(
vtn | vbn

)
(31)

· P
(
cn | vtn−1, cn−1

)
· P

(
fn(v) | cn, vtn−1, cn−1, fn−1(v)

)
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8.2 Definition of the A Priori Terms

The previous section described how to disassemble the a priori probability P (Lu) in
order to yield smaller and more compact terms. Doing so led to the following two
expressions:

P (s1) =P
(
vb1

)
· P

(
vt1

)
· P

(
c1 | vt1

)
· P (f1(v) | c1) (32)

P (sn | sn−1) =P
(
vbn | vtn−1

)
· P

(
vtn | vbn

)
· P

(
cn | vtn−1, cn−1

)
· P

(
fn(v) | cn, vtn−1, cn−1, fn−1(v)

)
To begin with, we determine the resulting terms from P (s1). Hereby P

(
vb1

)
and

P
(
vt1
)
are of rather trivial nature: According to Equation (2) vb1 must equal 0, and vt1 is

only limited by the height of the image, such that 0 = vb1 ≤ vt1 < h. Hence, these terms
are modeled by means of the Dirac delta function and a uniform distribution:

P (vb1) =
{

1 , if vb1 = 0
0 , otherwise

(33)

P (vt1) = h−1

Further, P
(
c1 | vt1

)
denotes the probability of a certain class c1 given the top point vt1

of the first segment s1. Naturally, since vb1 = 0 and for our purpose the horizon vhor is
located at some point within the image (0 < vhor < h) the first segment can not be of
class type sky. On the other hand, ground occurrence is not allowed above the horizon.
Accordingly, the term P

(
c1 | vt1

)
is defined as:

P
(
c1 | vt1

)
=


1 , if vt1 > vhor, c1 = o
0 , if vt1 > vhor, c1 = g
0.5 , if vt1 ≤ vhor, c1 ∈ {g, o}
0 otherwise

(34)

The last term P (f1(v) | c1) for P (s1) puts the class type c1 and the segment approx-
imating function f1 into context. It is defined as:

P (f1(v) | c1) =


1/(dmax−dmin) , if c1 = o
1 , if c1 = g, f1(v) = α · (vhor − v)
0 otherwise

(35)

So far, this concludes the definition of P (s1). Note that for the last two terms which
used the segment type c1, the label sky was not considered explicitly. This is reasoned
by the fact, that the first segment is not allowed to be of label sky, since the bottom
point vb1 is assumed to be located below the horizon vhor.
In the following the conditional density term P (sn | sn−1) is defined. According to
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Equation (32) that term is a product consisting of four coefficients. The first one
P
(
vbn | vtn−1

)
has the objective to rate vbn and thus is similar to P

(
vb1

)
. The main

difference is that vbn is not fixed to row coordinate 0, but is bounded from below by the
top point coordinate vtn−1 of the previous segment. That is, because for vbn and vtn−1 the
ordering condition vbn = vtn−1 + 1 must apply to suppress invalid segmentation results.
Hence, that term is defined as:

P
(
vbn | vtn−1

)
=
{

1 , if vbn = vtn−1 + 1
0 otherwise

(36)

The second term P
(
vtn | vbn

)
denotes the probability to observe a top point vtn of the

segment sn given the base point vbn of the same segment. Again vtn is limited, this time
by the ordering constraint vbn ≤ vtn < h. Similar to P (vt1) the top point vtn is modeled as
equally distributed. Thus, the term P

(
vtn | vbn

)
is defined as:

P
(
vtn | vbn

)
=
{

1/(h−vbn) , if vtn ≥ vbn
0 otherwise

(37)

Thirdly, P
(
cn | vtn−1, cn−1

)
incorporates transition probabilities between different ob-

ject types, e.g. in order to denote that it is more likely to observe a transition from object
to object instead of object back to ground. Additionally, the term denotes in which row
of the image which types of classes are physically possible and thus plays a similar role
as P

(
c1|vt1

)
did for the first segment s1. Since it is a little bit more complex, the third

term P (cn | vtn−1, cn−1) is defined by means of Table 1:

cn cn−1 Condition P (cn|vtn−1, cn−1) cn cn−1 Condition P (cn|vtn−1, cn−1)
o o vtn−1 < vhor 0.7 o o vtn−1 ≥ vhor 0.5
g o vtn−1 < vhor 0.3 g o vtn−1 ≥ vhor 0
s o vtn−1 < vhor 0 s o vtn−1 ≥ vhor 0.5
o g vtn−1 < vhor 0.7 o g vtn−1 ≥ vhor
g g vtn−1 < vhor 0.3 g g vtn−1 ≥ vhor not defined
s g vtn−1 < vhor 0 s g vtn−1 ≥ vhor
o s vtn−1 < vhor o s vtn−1 ≥ vhor 1
g s vtn−1 < vhor not defined g s vtn−1 ≥ vhor 0
s s vtn−1 < vhor s s vtn−1 ≥ vhor 0

Table 1: Transition probabilities for the term P (cn|vtn−1, cn−1) for a label type cn given
the preceding type cn−1 of sn−1 and its corresponding end row coordinate vtn−1.
This term also denotes which kind of transitions are physically allowed and
which are not. For instance, the choice of assigning a probability of 0.7 for the
transition from object to object was made to express that it is rather likely to
have two cascaded objects instead of a transition back to ground.
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The fourth and last term P
(
fn(v) | cn, vtn−1, cn−1, fn−1(v)

)
rates the possibility for a

certain function fn and thus completes Equation (32). It allows to model semantic and
mutual relation between neighboring segments sn and sn−1. This includes such world
modeling aspects as mentioned in Section 5.3. Which of them applies in particular
depends on the actual parameter configuration (i.e. cn, vtn−1, cn−1 and fn−1(v)). Just
like P

(
cn | vtn−1, cn−1

)
, the term P

(
fn(v) | cn, vtn−1, cn−1, fn−1(v)

)
is given by means of

a table. For reasons of clarity this table is split in three parts with respect to the class
type cn. At first, the configuration for cn = o is given in Table 2.

cn cn−1 Condition P (fn | cn, vtn−1, cn−1, fn−1)
o o dn > dn−1 + ∆d(dn−1,∆Z) pord

dn−1−∆d

o o dn ≤ dn−1 −∆d(dn−1,∆Z) 1−pord
dmax−dn−1−∆d

o o |dn − dn−1| < 2 ·∆d(dn−1,∆Z) 0
o s dn > ε

1/(dmax−dmin)
1−ε/(dmax−dmin)

o s dn ≤ ε 0
o g dn > fn−1(vtn−1) + ε

pgrav
dmax−fn−1(vtn−1)−ε

o g dn < fn−1(vtn−1)− ε pblg
fn−1(vtn−1)−ε−dmin

o g |dn − fn−1(vtn−1)| < 2 · ε 1−pgrav−pblg
2·ε

Table 2: Table for P (fn(v) | cn, vtn−1, cn−1, fn−1(v)) modeling the probability for a func-
tion fn(v) with cn = o and a remaining configuration, cn−1, dn−1 and vtm. The
variable dn is the representative disparity for segment sn. The first three lines
denote the Bayesian information criterion (BIC) (cf. [25, 71, 187]) and the order-
ing constraint. The two center lines denote that an object has to come forward
from sky, in order to give reason to be segmented. The last three lines (transi-
tions from ground to object) denote the gravity constraint. Additionally they
render objects with a base point below ground as unlikely, which corresponds
to the diving constraint.

In this context, pord corresponds to the ordering regularization and models the prob-
ability of two staggered objects to violate the ordering assumption, such that sn has a
larger disparity and thus is closer than sn−1. The second variable pgrav models the prob-
ability of ground adjacent objects to hover and thus not to touch the ground surface.
The segments sn and sn−1 are not allowed to coexist within a certain range ±∆Z . That
range is mapped to disparities by ∆d(µ,∆Z). The third and last variable pblg denotes
the probability for objects to have a base point below the ground surface. In this nota-
tion fn−1(vtn−1) with cn−1 = g is the end disparity of the preceding ground surface. The
parameter ε denotes the range in which violations of the gravity and ordering assumption
are tolerated. For our purpose, good results have been achieved by choosing ε = 1.5 ·σd.
Secondly, Table 3 rates the likelihood for the function fn of a segment sn that is

assigned to ground (cn = g). That scenario is not regularized by any a priori assumption
except the condition that road occurrence above sky is physically not possible and thus
is not allowed for a valid labeling result.
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9 Solving for L∗ by Means of Dynamic Programming

cn cn−1 Condition P (fn | cn, vtn−1, cn−1, fn−1)
g o∨g fn(v) = α · (vhor − v) 1
g s not allowed 0
g o∨g otherwise 0

Table 3: This table denotes the probability to have a function fn that describes a segment
sn labeled as ground. Hereby, all parameters of the previous segment sn−1 are
known. Apparently, this scenario is rather simple and thus has only a few
restrictions. The only condition that has to apply is that fn matches with the
ground expectation.

In order to finalize the definition of P (fn(v) | cn, vtn−1, cn−1, fn−1(v)), the fourth and
last Table 4 rates functions fn with transitions to the label type cn = s.

cn cn−1 Condition P (fn | cn, vtn−1, cn−1, fn−1)
s o dn−1 < ε 0
s o dn = 0 1
s g fn−1(vtn−1) = dn = 0 1
s s not allowed 0
s o∨g otherwise 0

Table 4: This table denotes the conditions that have to apply for a function fn describing
a sky labeled segment sn. Given that a segment is labeled as sky, the approx-
imating function fn(d) = dn must equal 0. In addition, certain configurations
are not allowed according to our world modeling.

For our results we choose pord = pgrav = 0.1 and pblg = 0.001, which renders especially
the last configuration as quite unlikely. ε is chosen as ε = 3 · σd disparities.

9 Solving for L∗ by Means of Dynamic Programming
Dynamic Programming (DP) [22] is a solving scheme that has been successfully applied
to a vast number of optimization problems. It has the major benefit of yielding the
global optimum of a problem non-iteratively in polynomial time. Hence, using DP does
not hold the risk of getting stuck in a local minimum.
During the dynamic programming step a cost minimization is performed. These costs

are deduced from the probability density functions as defined for the data term P (Du|Lu)
and the smoothness term P (Lu) earlier in this chapter. For this purpose, at first, the
duality of probabilities and costs is explained briefly. Secondly, the optimization problem
has to meet two essential requirements in order to be able to apply DP.
The actual run-time complexity as well as the memory requirements of the resulting

algorithm directly depend on the particular optimization problem. Therefore, thirdly,
auxiliary implementation details are outlined in order to compute L∗ efficiently.
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9.1 Numerical Limits and Computability

Section 6 focused on showing how the segmentation task can be expressed as a maxi-
mum a posteriori estimation problem. This led to the definition of the data terms (see
Section 7.1) as well as the a priori and model terms (see Section 8.2). Accordingly, those
interact within a large product of individual probability density distributions.
Such expressions are hard to compute on standard hardware for a variety of reasons.

The most significant problem is of numerical nature. With the potential for underflow,
standard computer hardware is incapable to represent such small magnitudes as they
result from the product sums of the individual probability densities. Another aspect
arises from the demand for efficiency in order to obtain a system that is capable to reach
real-time performance levels.
Therefore, the following subsections will outline possible options to ensure both: Com-

putability and computational efficiency for the discussed segmentation task.

9.1.1 The Energy-Probability Relation

This section focuses on the numerical issues as a result of the large products of the
probability densities. As mentioned before, by relying on DP a cost minimization is
performed. For the actual solving step it is common practice that this relation between
costs and probability densities is made by using the negative natural logarithm of the
actual likelihoods [71, 79, 110, 117]. Note that these costs are also often referred to as
log-likelihood or energy.
Since the natural logarithm is a continuous strictly increasing function over the range

of the likelihood, the values which maximize this likelihood will also minimize the re-
sulting costs. Consequently, maximizing the posterior probability density P (L | D) is
equivalent to minimizing its log-likelihood. Following this procedure is very useful to
avoid numerical problems resulting from the small magnitudes of the individual proba-
bilities. In addition, minimizing the logarithm allows for a less complex algebra. Note
that the log-likelihood is closely related to the information entropy [77] or the Fisher
information [40, 140].
For the posterior probability, relying on the negative logarithm has the positive effect

that the product of individual probability densities converts into a sum of their corre-
sponding log-likelihoods. Thus, for the product of the posterior probabilities P (L | D) ∼∏w−1
u=0 P (Du | Lu) · P (Lu) from Equation (9) in Section 6.2 follows:

− log (P (L | D)) ∼ − log
(
w−1∏
u=0

P (Du | Lu) · P (Lu)
)

(38)

=
w−1∑
u=0
− log (P (Du | Lu) · P (Lu))

=
w−1∑
u=0
− log (P (Du | Lu)) +

w−1∑
u=0
− log (P (Lu))

38



9 Solving for L∗ by Means of Dynamic Programming

In analogy, this proceeding is applied to the definition of the conditional probabil-
ity density P (Du | Lu) (see Equation (13) in Section 7) and the a priori term P (Lu)
(see Equation (27) in Section 8). Hence, when proceeding to the lowest level, the log-
likelihood for the data term PD (dv | sn, v) from Equation (16) has to be determined,
which is the central issue of the following subsection.

9.1.2 Approximations for Computability

The computation of the negative log-likelihood for the data term PD (dv | sn, v) comes
with a few difficulties. This is reasoned by the nature of this distribution as a mixture
model. Technically, PD (dv | sn, v) consists of a sum of a uniform distribution in order
to allow for outliers, and a Gaussian distribution in order to rate the affinity of the
disparity measurement dv to segment sn. Applying the negative logarithm in order to
obtain the actual costs results in:

− log (PD (dv | sn, v)) (39)

=− log
( pout
dmax − dmin︸ ︷︷ ︸

Puniform

+ 1− pout
Agauss

· 1
σcn (fn, v) ·

√
2π
· e
− 1

2

(
dv−fn(v)
σcn (fn,v)

)2

︸ ︷︷ ︸
PGaussian

)

=− log (Puniform + PGaussian)

At this point the expression above can not be simplified further. That is unsatisfying,
because that term is very costly to compute. Thus, in order to allow for a more efficient
computation, an approximation for the expression from Equation (39) is used. Hence,
the resulting energy EPD is defined as:

EPD = min (− log (Puniform) ,− log (PGaussian)) (40)

The differences to the non-approximated variant are visualized in Figure 8. For this
purpose, the exemplary distribution previously depicted in Figure 7 is used. The result-
ing effect is similar to cost limitation or cost saturation known from other methods, such
as the truncated quadratic cost functional proposed by Blake et al. [26] or the constant
P2 cost parameter known from semi-global matching [88].
In order to determine the minimum for Equation (40), the two terms − log (Puniform)

and − log (PGaussian) have to be computed. This can be done with significantly less effort
than the evaluation of the term given in Equation (39). For this purpose, the two terms
are computed by:

− log (Puniform) = log (dmax − dmin)− log (pout) (41)

− log (PGaussian) = log (Anorm) + log
(
σcn (fn, v) ·

√
2π
)
− log (1− pout)

+ 1
2 · σ2

cn(fn, v) · (dv − fn(v))2
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Figure 8: The left curve shows the accurate but hard-to-compute variant of the cost
function. The right plot shows the optimized version with the shape of a
truncated quadratic function for the data term costs.

Note that the only expression that actually depends on the disparity measurement
dv is the last one. It contains the quadratic part (dv − fn(v))2. All remaining terms
are not related to dv. Instead they depend on the sensor parameter configuration, the
image row coordinate v as well as the representative function fn for segment sn. Keep
in mind that this issue can be exploited later on to increase efficiency during the cost
pre-computation step.

9.2 Criteria for the Application of Dynamic Programming
As stated earlier, in order to be able to apply DP, the optimization problem has to fulfill
two essential criteria. At first, the problem has to be of discrete nature. Secondly, the
problem must exhibit optimal substructure. That means it can be expressed recursively
as a composition of a set of smaller sub-problems of which each is then either decomposed
further or solved optimally. The following sections discuss whether the requirements in
order to use DP are met. If required, the necessary steps are sketched in order to
make DP applicable. At first, the requirement for a discrete problem is discussed within
subsection 9.2.1. Then, the property of optimal substructure is discussed and verified
accordingly in subsection 9.2.2.
Note that the individual columns of the image are solved independently. DP is then

used in order to compute the optimal segmentation along every column.

9.2.1 Discrete Optimization Problem

The optimization problem has to be of discrete nature in order to be able to apply DP
correctly. That property is directly determined by the domain the problem is optimized
for. For our purpose, that domain corresponds to the definition of the segments sn =(
vbn, v

t
n, cn, fn(v)

)
. Given that all elements of this definition originate from discrete

domains, the composite would be of discrete nature as well and the given requirement
would be fulfilled. Unfortunately, this is only the case for the image row coordinates
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vbn and vtn as well as the class property cn ∈ {g, o, s} with vbn, vtn ∈ {0, . . . , h − 1} ⊂ N.
The last member fn, which originates from the space of valid functions in order to
approximate and represent the segment, is not of discrete nature. Even though the
set of possible functions fn is restricted to linear functions, its actual domain remains
continuous.
Note that this issue is very similar to the problem of stereo matching schemes that

rely on DP (e.g. [164, 183, 219]). Those optimize for a two-dimensional disparity map
with a disparity ideally as a real number d ∈ R, such that the optimization space is
initially not discrete. However, in order to be able to apply DP anyway, those schemes
discretize the optimization space to a limited number of (usually equidistant) disparity
steps. The actual number of steps directly determines the run-time performance (and
memory consumption) of the matching algorithm.
For our purpose, a related principle will be followed and thus turn the problem at

hand into a discrete form. However, we will not test for every function fn explicitly,
because the resulting computational complexity would increase significantly.
Instead, for the cost optimization we decide to choose a different approach. To this

end, the function fn is not considered as a direct part of the optimization step, but
as a property of the segment sn and the actual optimization is only performed on the
first three variables. As a result, the first property in order to apply DP is implicitly
ensured. The fourth variable fn is determined by performing explicit checks on well
selected function candidates. Hence, now the remaining challenge is to determine well
suited candidate fn alternatively. Further details and consequences of this decision are
discussed in Section 9.3.2 and the subsequent sections.

9.2.2 The Property of Optimal Substructure

The second requirement that has to be met states that the optimization problem must
exhibit optimal substructure. That is assured if the optimization problem allows to
be expressed as a composition of smaller sub-problems. Each of those is then either
decomposed further or solved optimally.
In order to show that the discussed optimization problem exhibits optimal substruc-

ture, a recursive definition of the optimization problem is given. According to Sec-
tion 9.1.1, it will be formulated as a cost minimization task instead of a maximum a
posteriori estimation problem.
For this objective, the following notation is introduced. The variables gtb, otb and stb

denote the resulting data term costs from assigning measurement data within the range
of the base point b and top point t to either ground, object or sky.
Further, let Gt, Ot and St denote the minimum aggregate costs in order to yield a

segmentation from 0 to t. This segmentation can consist of multiple segments and the
type of the last segment corresponds to the particular capital letter. E.g. O20 denotes a
segmentation where the last segment is of type object with a top point row coordinate 20.
Also, let the functional c denote the model (a priori) costs in order to rate different

constellations of adjacent segments. For instance, c(G10, o20
11) denotes the model costs

for the combination of a segmentation ending with type ground at top point 10 adjacent
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to another object segment from 11 to 20. Or to give a unary example, c(o10
0 ) denotes

the model costs for the first segment o10
0 labeled as object.

At first, the resulting costs for a segmentation of length one are determined. This can
be done straightforward by evaluating:

C0 =
{
G0, O0, S0

}
(42){

g0
0 + c(g0

0), o0
0 + c(o0

0), s0
0 + c(s0

0)
}

Consequently, the segmentation from 0 to 1 can either consist of a single segment as
well or utilize the previous result C1 in the process, such that:

C1 =
{
G1, O1, S1

}
(43)

G1 = min
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Continuing with that scheme leads to C2:

C2 =
{
G2, O2, S2

}
(44)

G2 = min
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With C2 the recursive nature of the followed procedure becomes more obvious, and
hence leads to the generic definition of Cn:

Cn = {Gn, On, Sn} (45)

Gn = min



gn0 + c(gn0 )
gn1 + c(gn1 , G0) +G0

gn1 + c(gn1 , O0) +O0

gn1 + c(gn1 , S0) + S0

...
gnn + c(gnn, Gn−1) +Gn−1

gnn + c(gnn, On−1) +On−1

gnn + c(gnn, Sn−1) + Sn−1

The remaining terms On and Sn follow according to the definition of Gn. Finally,
in order to find the optimum segmentation, Ch−1 has to be computed. The minimum
costs of Ch−1

min = min(Gh−1, Oh−1, Sh−1) mark the beginning of the optimal path for the
backtracking process to start.

9.3 Implementation Details
The following sections aim to give insight into some essentials of the implementation
details. They sketch how to design the cost and index tables for the DP step and
outline possible optimizations and approximations in order to improve the run-time
performance.

9.3.1 Computation of the Cost Tables

The computation of the cost table is the key element of the dynamic programming part.
The size of the cost table directly relates to the search space of the particular optimization
problem. For our purpose, the table dimensions depend on the image height (due to the
possible positions for cuts between segments) and the number of possible labels. Thus, a
cost table of size h×3 is computed and evaluated for every column of the image. Due to
the mutual independence of the columns, all columns allow to be solved independently
(and thus also in parallel).
To increase the efficiency of the backtracking step, an additional index table is built.

Its size is identical to the cost table. The indices correspond to image row coordinates
and label types. They link different entries of the cost table and thus chain a possible
optimal path of segments. In order to find the best column segmentation, the cost and
index tables are computed completely. The optimum path is traversed reversely from
the top of the cost table to its bottom within the backtracking process. Thereby the
optimum column segmentation is extracted.
The working principle for the cost table is illustrated for an exemplary column with a

height of nine pixels in Figure 9. Each table entry consists of two parts: the minimum
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Figure 9: Illustration of an exemplary cost and index table for an image column with 9
(virtual) pixels in height. The entries mark the resulting minimum costs that
are determined for each cell. Each pair of indices encodes the predecessor that
led to these costs. They also reveal the class type and top point coordinate
of that predecessor. The chain with the smallest end-point costs is traversed
(backtracking step) until it ends with a self-loop in the bottom row.

costs that could be determined for that cell (marked in color) and a pair of indices which
relate to the previous segment. The first index denotes the preceding label type (column
of the cost table) and the second index marks the row of the corresponding top point
coordinate vt. In order to perform the backtracking step, the minimum costs within
the upper row are determined. In this example, the minimum costs are reached by c8

sky.
Hence, the first segment extracted is labeled as sky. The corresponding column and row
index reveal the label type and top coordinate vt of the previous segment, the one that
led to the current costs. In the given example it relates to an object segment starting at
row 6. This repeats until the chain ends with a self-loop at the bottom row. Note that
some fields of the table are marked with cmax which accounts for maximum (or infinite)
costs. This effect results from the a priori modeling (e.g. no street occurrence above the
horizon).

9.3.2 Discussion of the Run-Time Performance

Naturally, when using DP the largest amount of computation time is required for filling
the cost table(s). While the actual design for these tables is highlighted in 9.3.1, this
subsection focuses on the required computational effort for their computation. For this
purpose, a non-optimized straightforward implementation is discussed with respect to
run-time complexity. Furthermore, an approach is presented with the objective to make
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Algorithm 0.1 Straightforward approach for the computation of the cost table

Algorithm 0.2 Optimized version for computing the cost tables

the cost table computation more efficient.
Note that all Stixels are given a fixed width of ws px. As a result of that parame-

ter, only every wsth column has to be computed. Therefore, neighboring measurement
columns are fused row-wise in groups of ws. This is achieved efficiently in a pre-processing
step by using a horizontal median. This filter offers noise reduction and increases ro-
bustness by suppressing outliers reliably. Further, this operation is edge-preserving and
thus only outputs values that have been an actual measurement.
According to the reasoning in Section 6.2, the different columns are considered as

independent. This property offers the opportunity to compute the individual columns
in parallel, which of course improves the run-time performance significantly.
Irrespective of particular details, computing the cost tables for a straightforward im-

plementation results in five nested loops. The first one is used in order to traverse all
columns 0 ≤ u < w for which the Stixel representation is supposed to be extracted.
Then two further loops follow, one to traverse all top points 0 ≤ vt < h and one to

check for all possible base points 0 ≤ vb ≤ vt of the current segment. Within these loops,
possible functions fn for the labels cn ∈ {g, o, s} are checked in order to rate the segment
sn =

{
vbn, v

t
n, cn, fn

}
in combination with its possible predecessor segments sn−1 such

that vtn−1 = vbn − 1.
Depending on the individual solution, checking for different functions fn can lead to a

fourth loop, e.g. when the domain for the tested functions fn is discretized. For details
refer to the related discussion in Section 9.2.1. Finally, all disparities dv within the
range of the currently considered segment sn are rated in respect of the representative
function fn. This step is accounted for by a fifth loop. The described procedure is
exemplified by Algorithm 0.1.
In terms of the Landau notation [193], the resulting complexity is roughly estimated

as O (w/ws × h× h/2× |C| × |fn| × h/4) which equals O
(
3/8× w/ws × h3 × |fn|

)
.

For the experiments presented later in this section, stereo image pairs of size 1024 ×
440 px are used and the Stixel width is chosen as ws = 5px. Assuming that the object
functions fn are sampled to 128 disparity steps and the classes object, ground and sky
have to be checked for every pixel in vertical direction, this setup results in running
through the most inner loop approximately 1012 times. There is no doubt that for
currently used consumer hardware this is too much to handle when aiming for a real-
time capable solution.
For this reason, the attention is focused on how to compute the cost tables more effi-

ciently. Irrespective of the final solution, the three outer loops for iterating the columns u,
the top and base points vt and vb cannot be left out. However, this is different for the
inner loop. Algorithm 0.2 describes a procedure where those two loops are spared.
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Algorithm 0.3 Pre-computation for object costs

The key idea for this to work is to check the segment sn only for selected can-
didate functions fn and to maintain the corresponding costs for the three different
classes in a pre-computed form. This approach allows to yield a run-time complex-
ity of O

(
3/2× w/ws × h2) which, for the configuration noted above, adds up to passing

the innermost loop approximately 107 times. Even though this is considerably less, it
should be kept in mind that the pre-processing requires a certain computation time as
well.
More details on the pre-computation steps are given in the following subsections.

9.3.3 Pre-Computation of the Data Terms

The key challenge for the data term cost computation is to determine if a disparity
measurement dv has to be considered as an outlier. According to the sensor measure-
ment model from Equation (16), this decision depends on the particular choice for a
representing function fn. The resulting costs either rise in a quadratic fashion or remain
saturated on a maximum level (see Figure 8).
For the label types ground as well as sky this is not an issue, since both labels have a

unique and explicit model expectation. For ground that is the expected gradient function
given by fgn(v) = α·(vhor−v), and sky regions are checked against fsn(v) = 0. In contrast,
objects can reside at every depth within the working disparity range [dmin, dmax].
Unfortunately, the cost computation for every individual disparity measurement dv

is expensive, for which the strong non-linear characteristic of that cost function leaves
barely room for optimization. Hence, computing the cost within the innermost loop of
the cost table computation is not an option.
Therefore, the goal is to determine the resulting data costs for a segment configuration

sn =
{
vbn, v

t
n, o, fn

}
with the least necessary effort. This is achieved by means of a look-

up table (LUT) that is precomputed in advance to the actual cost table computation.
That LUT allows to directly determine the resulting object data cost for that segment
sn. Instead of pre-computing the cost for every possible base point vbn and top point
vtn, the costs are stored using integral tables in a partially finished form. Hence, it is
accessed via the row coordinates vbn and vtn as well as fn. An exemplary pseudo-code for
the computation of such a LUT is depicted by Algorithm 0.3.
Accordingly, the costs for an object segment configuration sn =

{
vbn, v

t
n, o, fn

}
is de-

termined by evaluating co(vbn, vtn, fn) = Costs[fn][vtn] − Costs[fn][vbn − 1]. The run-time
complexity for the sketched LUT pre-computation corresponds to O (w/ws × h× |fn|),
which is tolerable given the direct comparison to complexity of the straightforward ap-
proach. Nevertheless, depending on the hardware platform, the memory requirements for
the LUTs might not be negligible (e.g. when thinking of embedded hardware solutions).
The required LUT size equals to h× |fn| for every column that is segmented.
Pre-computing the data terms for ground and sky follows accordingly, except that for
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Figure 10: Exemplary set of disparity measurements within vbn and vtn. Inliers are marked
green, outliers are red. This illustration shows two aspects. Firstly, due to
the truncated cost function, the resulting costs for each outlier are identical.
Secondly, in case of having outliers, using the mean for estimating fn results
in an inappropriately high penalty for each inlier. Hence, using the mean
does not guarantee to yield the minimum data costs.

each LUT a single one-dimensional array of size h is sufficient, since both labels suffice
being checked against their known model.

9.3.4 Increasing Robustness by Robust Mean Estimation

A remaining and central question regards the choice for the particular candidate function
fn that is used to obtain the data term costs for the segment sn. Assuming, the used
measurement model would consist of a Gaussian distribution only, the optimal candidate
would be the mean disparity value of all disparities within the range of segment sn. This
is due to the fact that the mean would yield the minimum variance. The mean allows
to be computed efficiently by means of two sums of the following form:

sum[i] =
h−1∑
v=0
∃(dv) · dv (46)

valid[i] =
h−1∑
v=0
∃(dv)

Using these sums, the mean disparity within the range of vb to vt and thus the can-
didate function for fn is determined by:

fn := mean(vb, vt) = sum[vt]− sum[vb − 1]
valid[vt]− valid[vb − 1] (47)

Anyhow, for our purpose, the proposed measurement model is a mixture model, such
that the mean does not essentially correspond to the optimum estimation. This circum-
stance is visualized in Figure 10. Yet, the mean typically is a good initial value and
works perfectly for non-disturbed data.
The problem is that both outliers and inliers contribute to the mean value estimation
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equally. This issue can be accounted for by means of an iterated robust mean estimation.
To this end, the choice for a particular method is not fundamental (see [235, 7] for possible
implementations). However, it is advisable to rely on a scheme that allows for a robust
mean estimation in a single pass and does not require complex re-organization of the
disparity data such as ordering.
For this purpose, good results are obtained by using the following scheme:

fn =
∑vtn
v=vbn

ωv · dv∑vtn
v=vbn

ωv
(48)

ωv = ∃(dv)
1 + |dv − µ|

The corresponding weights ωv are computed from the mean disparity µ = mean(vb, vt),
using the previously described computation method. A weight is computed individually
for every disparity measurement. They are inversely proportional to the distance to the
mean value µ. Note that this procedure increases the run-time complexity of the cost
table computation from O

(
3/2× w/ws × h2) to O (3/8× w/ws × h3) significantly.

Anyhow, instead of testing against multiple discretized hypothesis functions fn the
proposed method yields a very precise and robust candidate function fn for the cost
computation of the data term of segment sn.

10 Results
In the following section qualitative results for the computation of the multi-layered Stixel
World are presented. For this purpose we will focus on the domain of traffic scenarios
or other environments related to vehicles.
First, the testing platform is specified briefly and the basic data of the camera sys-

tem and the processing hardware are given. Secondly, different scenarios are depicted
that exhibit certain characteristics. Those are highlighted and discussed in the process.
Thirdly, limitations of the proposed approach with respect to the models are shown.
Finally, the performance of the algorithm under adverse weather and poor lighting con-
ditions is discussed.

10.1 The Testing Vehicle and Hardware Setup

For the experiments a stereo camera system with a resolution of 1024×440 px, a lens with
a field of view of 42°, a focal length of fu, fv ≈ 1250 px and a base line of 22 cm is used.
The camera system is mounted to the testing vehicle behind the windshield at a height
of hcam = 1.17m. It is slightly tilted downwards with an angle of αcam = 0.063 rad. The
installation setup is depicted in Figure 11.
For the semi-global matching stereo we rely on an implementation that runs on ded-

icated low-power FPGA hardware at a rate of 25Hz [73]. The output range for valid
disparities starts from dmin = 0 and goes up to dmax = 128.
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Figure 11: Installation of the stereo camera system in the testing vehicle. The camera
setup has a base line of 22 cm. Each camera has a resolution of 1024×440 px.
The captured image format is gray-value with a depth of 12 bit per pixel.

For both label types object and ground, a disparity measurement uncertainty σg,o
d =

0.5 px as well as an outlier rate of pg,o
out = 0.15 is assumed. For the label sky σs

d = 0.2 px
and ps

out = 0.4 are chosen. To properly cope with invalid disparities, we empirically set
po
@ = 0.3, ps

@ = 0.36 and pg
@ = 0.34 as well as P (∃(dv) = 0) = 0.25 and P (cn) = 0.33 ∀ c ∈

C (for details see 7.1).
The outlier rate for sky is set strikingly high. This is due to the fact that those regions

typically exhibit very hard-to-match texture information and thus firmly support the
occurrence of outliers. The given parameter choice is considered a fail-safe configuration
to work reliably for all typical traffic scenarios, weather and lighting conditions. If
the environmental conditions are sufficient, these parameters can be tightened severely.
However, this issue is not supposed to be made a central subject of this work.
All processing steps of the segmentation algorithm are done on the CPU (Core-i7

980X, 6× 3.4Ghz, 6GB of RAM). This way, all pre-computation for a stereo image pair
of size 1024 × 440 px and a Stixel width of 5 px is done within 15ms. The solving step
via dynamic programming runs within 60ms.
Due to the smoothing characteristic of SGM scaling down the image in height by a

factor of two comes without noteworthy impact to the reconstruction quality, but al-
lows to reduce the computation time significantly. Thus, solving is done in real-time
within 15ms. Nevertheless, the time required for the pre-computation remains un-
changed, because all look-up tables are still computed at full resolution in order to
minimize the potential loss of accuracy as a result of scaling. Nevertheless, in case that
maximum performance is an issue, computing the LUTs from the scaled images would
result in a linear decrease of their computation time depending on the used scaling factor.

10.2 Results for Different Scenarios

For a comprehensive testing, typical situations from different scenarios of open road
traffic have been chosen. This includes urban environments, rural roads as well as high-
way scenarios. Those setups exhibit various lighting and weather conditions. Further,
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exemplary situations and constellations are depicted that show the limits of the sug-
gested model types. For instance, certain types of objects or surfaces are not supported
natively, such as closed environments with ceilings. The actual labeling quality is in-
spected with respect to the different classes ground, object and sky. In addition, the
proposed algorithm is used to process 3D measurement data obtained from using a Velo-
dyne HDL-64E S2 LIDAR [85]. For this purpose the most significant characteristics of
this sensor and their influence to the algorithm are discussed briefly.
For all visualizations a unified color scheme is used. Stixels are drawn with colors from

red over yellow to green. Red means the object is very close, green is used for objects
far away. For the labeling results we use a tripartite color scheme with green for ground
surface, red for objects and blue for sky segments.
At first, qualitative results for typical urban scenarios are depicted in Figure 12. Fig-

ure 12a shows a traffic situation with multiple cars and objects at different depths,
obstacles on the side walk and well-structured background. A pedestrian crossing with
objects of rather complex shape and silhouette are given in Figure 12b. The third urban
example depicted in Figure 12c contains a considerably crowded environment with a line
of cars located at multiple depths and a bicycle on the sidewalk as well as a complex
combination of rather thin objects in the background.
Rural road and highway scenarios are assembled in Figure 13. At first, Figure 13a

shows a construction site in a highway environment. The scene features far sight and
obstacles of multiple shape, size and distance. On the left side, a small wall separates
our lane from the opposing driving direction. The area behind that barrier is detected as
ground surface correctly. The second example, Figure 13b, was captured in a tunnel. It
features poor lighting as well as weak texture information (mainly due to long exposure
times) and strong reflectance on the road surface. Thus, the depth reconstruction of
this scenario is very challenging for the stereo matching scheme. Thirdly, Figure 13c
shows an exemplary rural road scenario. It features far sight and multiple object. Note
that our used surface model is not capable to represent the decline of the ground surface
to our right. This is due to the violation of the assumption of having a planar ground
surface. This effect is discussed separately later in this section.
Next, Figure 14 relates to typical problems that result from adverse weather condi-

tions. For this purpose a highway scenario has been chosen. The images suffer from
strong rain, mist, severe reflectance on the road, low-textured surfaces as well as water
droplets on the windshield. For a better visual impression, the raw gray-value image,
the disparity result from stereo matching as well as the resulting Stixel representation
are shown. The turbulences within the depth map lead to considerably strong noise
and outliers that occur randomly as connected patches. Accordingly, these inflict the
occurrence of phantom Stixels. However, the random characteristic of this behavior can
be exploited by evaluating temporal coherences. For instance, this is done within the
Stixel tracking scheme as proposed within the next chapter that focuses on the motion
estimation for the objects.
The next two figures show borderline cases or violations of the used models for ground

and object. At first, Figure 15a shows a streetcar stop with a very high curb in order
to allow comfortable boarding for the passengers. The elevation of this surface does
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(a) Urban scenario with multiple cars up to a distance of 80m. The small obstacles are
pylons to separate the two opposing driving lanes. They have a height of about 35 cm.
The background is cluttered and contains concrete walls, trees, houses, traffic signs as
well as fragments of sky.

(b) Pedestrian crossing with objects located at multiple depths. Note the quality of the
segmentation with respect to the silhouettes of the pedestrians. This scenario exhibits
multiple violations of the gravity constraint (e.g. the legs of the people) and the ordering
constraint (e.g. the traffic light, signs and trees).

(c) Considerably complex scenario that contains a leading vehicle, a line of piled cars on the
left and a cyclist with cluttered background (trees in front of a house) on the right. Note
how the algorithm is capable to segment the outlines of the individual cars precisely.

Figure 12: Visualization of the segmentation for three different urban scenarios. The
color scheme visualizes distance with red for close and green for far away.
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(a) Complex highway scenario with far sight and multiple rows of objects. The barrier on
the left has a height of 60 cm and is segmented up to a distance of 35m. The leading
vehicle has a distance of 75m. The quality of the stereo data even allows to segment the
fourth covered wheel of the truck. The actual label types for this scenario are visualized
in Figure 16b.

(b) Highway tunnel scenario with three leading vehicles and concrete walls on both sides of
the road. This scene exhibits challenging conditions due to low light and strong road
reflectance. On the left side there is a curb with a height of approximately 30 cm.

(c) Rural road environment. The crashing barrier merges with the bushes on the left. Two
cars are segmented along with a traffic sign. The metal pipe holding the traffic sign is
not reconstructed properly by the stereo matching. The field on the right side has a
strong vertical slope which is not accounted for by the used ground expectation model.

Figure 13: Visualization of different scenarios depicting a highway, a tunnel and a rural
road. The examples exhibit both: Far sight as well as objects at close range.
The coloring scheme denotes the distance to the objects.
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Figure 14: Highway scenario with adverse weather conditions: Strong rain, spray of
water, mist, strong reflectance on the road, low-textured surfaces as well
as water droplets on the windshield. The stereo depth map is very noisy
and cluttered which leads to phantoms that occur randomly. Despite these
circumstances, the two leading vehicles and the crash barrier on the right
are segmented quite well. The phantoms are suppressed by using a tracking
scheme as introduced in the following chapter.

not conform to the ground model expectation computed from the camera geometry.
Accordingly, the data term for ground yields considerably high cost penalties for every
pixel that would be assigned to that label. Instead, the sidewalk is approximated by
means of multiple staggered object segments. That is reasoned by the fact that the
model for large objects does not match well itself, because the surface is still oriented
horizontally and not vertically. Consequently, the resulting objects are segmented rather
often in order to yield data term errors as small as possible. A similar behavior occurs on
strong vertical ascent of the ground surface or faulty tilt angles of the camera orientation.
In order to be able to account for such cases, the ground model is extended accordingly
in Section 11.1.
Secondly, Figure 15b depicts an underground parking lot. This scene exhibits several

challenges for the three-dimensional reconstruction, such as the presence of a ceiling,
poor lighting conditions as well as reflective surfaces. The ceiling is represented by
means of multiple object segments, just like the elevated sidewalk. Even though, the
ceiling could be considered by a dedicated geometry model, we regard this characteristic
as not significant for our purpose. Additionally, doing so would increase the possible
degree of freedom of the system. This bears the risk of ambiguous behavior.
However, yet another quality of the proposed scheme becomes obvious in this example.

It is mandatory for every pixel to be assigned to only one of the available classes. As a
consequence, even under such challenging conditions, good results are achieved in terms
of the visual range.
At last, the class label results are shown. Until now, the given illustrations have
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(a) The sidewalk of the tram station has an elevation of approximately 25 cm compared to
the road surface and the expected surface model. This deviation results in comparably
large penalties for the ground model data term. Anyhow, the object model does not
match either. Thus, the whole sidewalk is segmented as a cascade of multiple small
obstacles in order to keep the costs for data term small. For this problem Section 11.1
proposes a solution by estimating the elevation of the ground surface.

(b) An underground parking lot is shown. This scenery exhibits several challenges, such as
very poor lighting as well as shiny and reflective surfaces. Also, the scene has a ceiling
which is a class type that is not accounted for specifically. In terms of energy mini-
mization the algorithm approximates the ceiling with multiple small object segments,
similar to the example above.

Figure 15: The proposed scheme is not capable to reconstruct all possible constellations
for ground and objects properly which is exemplified by means of the given
illustrations. This is reasoned by insufficient or incomplete models. Particular
limitations are dealt with, such as the problem of elevated ground surfaces.
Others, such as the over-segmentation of the ceiling, are not crucial for our
purpose.
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only visualized the resulting segmentation into staggered vertical segments, but did not
account for the actual type of the label. Therefore, Figure 16 displays the corresponding
classes for the segmentation results shown in Figure 13a and Figure 13c.

11 Extensions
The previous section made a few limitations of the used models apparent. For instance, it
was shown that modeling the ground surface strictly by using a single hypothesis function
solely does not suffice for all situations. For this reason, the algorithm is extended
with respect to two aspects. At first, we discuss how to incorporate an estimation
for the ground surface height. That procedure allows to correctly represent elevated
surfaces, such as sidewalks and curbs. Secondly, the suggested scheme is supported by
incorporating a vertical road course profile which encodes the height of the road surface
in front of the vehicle. This profile is obtained from an external road course estimation.
Exemplary results are given for both.
Another aspect that we intend to highlight is the choice of the sensor type. So far,

the proposed approach was utilized to work with stereo data. However, it is not limited
to that, as it can also be applied to data obtained from other sensors as well. This
will be exemplified by applying the algorithm to 3D measurement data obtained from a
360 degree LIDAR. Moreover, it can even be used for sensor fusion in order to process
different types of input data from multiple sources in a unified scheme. This idea is
discussed with the objective to use 3D stereo data and optical flow information for the
segmentation process.

11.1 Ground Level Estimation

The given example with the elevated ground surface in Figure 15a makes it obvious
that the used ground model by default does not suffice for all situations. The actual
problem is that the sidewalk has a different height compared to the expected ground
surface model. This results in a discrepancy between the disparity measurements and
the expected function fgn. That, on the other hand, leads to considerably high costs
for the data term with regard to the label ground and thus yields an over-segmentation
by means of multiple small objects instead of a single ground segment. This issue is
visualized in Figure 17.
In order to take that effect into account, the deviation between the initial ground

expectation fgn(v) to the measured data is estimated. This is identical to accounting for
an incorrect height of the camera rig. The model violation is considered as an offset in
disparities that is expressed by means of the function ∆g(v). This allows to compensate
for the deviation within the Gaussian part of the data term, such that:

P g
Gaussian (dv | sn, v) = 1

σg (fn, v) ·
√

2π
· e
− 1

2

(
(dv−fgn(v))−∆g(v)

σg(fn,v)

)2

(49)

The recomputed result for the street car stop scenario is given in Figure 18. The
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(a) Labeling results for the rural road example. The row of trees is segmented against sky
quite accurately. The street surface rises slowly and thus has a slight vertical ascent.
Though, this causes the distant trees to intersect the road surface a tiny bit.

(b) Labeling result for the highway scenario. The distant background is segmented as sky
and the area behind the small crash barrier is assigned to the label type ground. The
small barrier, the left side of the scene, the vehicles, and even tree behind the fence
are labeled to type object. The closest part of the barrier is not segmented properly,
because it is not visible in the right camera image.

Figure 16: Labeling for the segmentation result from Figure 13a and Figure 13c. Green
areas represent ground, red stands for objects and blue corresponds to sky
labeled regions. The white rectangles visualize the positions of horizontal
cuts between neighboring segments.
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Figure 17: The elevation of the ground surface leads to a divergence (marked red) be-
tween the expected ground surface and the actual ground measurements.
This effect is taken into account additionally by estimating the height of the
ground surface for that segment.

curb is either detected as two adjacent ground segments or as a transition from ground
to object and then back to ground for the sidewalk. Which of both applies depends
on the local quality of the disparity data. Adjusting the parameters gives room to
tune the performance of the algorithm thus allows to detect the curb as a continuously
perpendicular object. On the other hand, increasing the sensitivity for the sensor also
increases the chance for phantoms in case of errors within the stereo matching. In
order to detect curbs properly, more sophisticated schemes have been presented that
explicitly exploit the height discrimination of the two-dimensional road and sidewalk
surfaces [12, 165, 192].
The second example in Figure 19 depicts the labeling result for the urban scenario

given in Figure 12a. Note the continuous segmentation of the sidewalk on the right hand
side. That sidewalk has a height of approximately 20 cm. Except for some minor noise in
the data, the remaining ground surface is only segmented for the transition to obstacles
such as the cars or the small pylons.

11.2 Incorporating 3D Road Course Estimation

Even though the elevation for ground segments is estimated individually, the ground
surface itself is approximated using piecewise planar and differently leveled horizontal
surfaces.
Yet, for a variety of different situations, such as for road ascents at hills or slopes at

pits, the road follows a curvature and therefore the assumption of a flat ground surface
is not always fulfilled. The resulting deviation between the model and the actual data
bears the risk of causing an improper segmentation of the scene. The magnitude of this
effect depends on the severity of the model violation and the chosen sensor parameters.
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Figure 18: The sidewalk of the tram station has a height of approximately 25 cm in
comparison to the road surface. The upper image shows the corresponding
labels of the segmentation. The curb is continuously segmented from the
bottom of the image up to the street car. Thereby it is partially detected as
an obstacle, depending on the local quality of the stereo reconstruction. This
behavior can be adapted by changing the parametrization of the sensor. On
the other hand, a higher sensitivity also increases the chance for phantoms in
case of strong noise or errors within the stereo depth map.

Figure 19: This illustrations shows the labeling result for the urban scenario from Fig-
ure 12a. Using ground level estimation, the approach is capable to detect and
segment even slight elevations of the ground surface. This can exemplary be
seen on the right side of the image with the sidewalk.
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Figure 20: The road profile performs a strong ascent right in front of the vehicle. Thus,
using piecewise horizontal surfaces to model the road does not suffice to re-
construct the scene properly. As a result, the road is reconstructed using
small vertical object segments.

An example for such behavior is depicted in Figure 20. Due to a strong road ascent
of about 1.5m in height within a 10m ground segment the reconstruction yields an
over-segmentation of the ground surface by means of multiple vertical object segments.
Now, this problem can be encountered in two different ways. The first strategy is to

extend the segmentation in order to estimate the gradient of the road course as part of
the segmentation process. Even though this approach has the potential to yield good
results, the required computational complexity would increase significantly.
Alternatively, the segmentation scheme is assisted by an external road course esti-

mation technique. Concerning this matter, literature provides numerous strategies to
estimate the three-dimensional road course in front of the vehicle (e.g. [136, 206, 220]).
For our purpose, we choose a variant of the method proposed by Wedel et al. [222]
that allows to model the vertical gradient of the ground surface using Bézier curvatures
(B-splines). The proceeding is similar to the road level estimation in Section 11.1, but
allows for a ground surface with a non-planar progression.
The output of the proposed method is interpreted as the ground expectation fgn. For

that purpose, the obtained spline is projected into disparity space. This proceeding is
visualized in Figure 21. The final result for the given scenario is depicted in Figure 22.
The sketched approach does not contradict with estimating the ground surface eleva-

tion, such as for sidewalks. However, the basic assumption is that those surfaces must
follow the curvature of the road.
Further note that irrespective of the used road course estimation technique this pro-

ceeding underlies certain physical limitations. For instance, even though the road course
may be estimated correctly, upon a high gradient of the road surface, the two models
in terms of ground and object become very similar and thus are increasingly hard to
distinguish. Furthermore, larger cambers of the road pose an additional challenge. In
this case, the view on the falling slope of the camber is often obstructed by the camber
itself and thus can not be reconstructed properly.
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Figure 21: The situation with a vertical gradient of the road course is shown in (a).
The disparity input for the marked column and the expected ground profile
(dashed line) are visualized in (b). Accordingly, this proceeding yields an
over-segmentation, such as visualized in (c). To account for this problem,
in (d), the estimated spline road-model is mapped to a disparity profile. This
profile allows to take the road course into account in a correct way.

Figure 22: Within 10m the road has an ascent of about 1.5m in height. Instead of
relying on the flat-world assumption, the usage of suitable road course esti-
mators allows to precisely reconstruct even strong gradients of the road course
properly (c.f. Figure 20).
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11.3 Processing 3D LIDAR Data

The primary focus of this work is on image-based processing and thus the use of stereo
camera systems. However, there are plenty of other sensor types that allow to obtain
three-dimensional measurement data, such as time-of-flight cameras or LIDAR.
For this purpose, we discuss how to process 3D point data obtained by using the

Velodyne HDL-64E S2 LIDAR [85]. This LIDAR generates 360◦ point scans of the
environment and is well known from its application in the DARPA Urban Challenge
contest [141]. It is mounted to the roof of the test vehicle and calibrated relatively to
the left camera (see [171] for details). The Velodyne uses 64 vertically aligned laser beams
that revolve in 360 degree. The slowest possible spin-rate for the turret is 5Hz (15Hz is
its maximum), which allows for a maximum horizontal sampling of 10 vertical scans per
degree. In comparison, the used stereo camera system yields a resolution of 22 px, so in
reference to the camera, the LIDAR reaches about 50% of its horizontal resolution. The
most significant feature of this sensor is a measurement accuracy within a few centimeters
irrespective of the actual distance to the measured object.
By default, the proposed segmentation scheme is not limited to a certain type of sensor.

However, within Section 7.1 the importance of the choice for an optimization space with
respect to the used 3D sensor was discussed. For segmenting the measurement data
obtained with the LIDAR choosing a different coordinate system for optimization could
prove beneficial. For instance, the use of a cylindrical coordinate space defined by means
of two rotational angles in [deg] and distance in [m] might turn out to be a good choice.
Therefore, solving the optimization task properly requires to adapt the measurement
model accordingly. That on the other hand includes modifications to the definition of
the data term and thus involves changes for the data cost pre-computation as well.
With this background and as a proof of concept, a slightly different path is chosen.

For our objective, the LIDAR is converted into a virtual stereo sensor. To this end,
all 3D point measurements that lie within the field of view of the camera are projected
into a virtual depth map. Then, this image is used for the segmentation process. This
procedure allows to process the LIDAR data without fundamental or exhaustive changes
to the discussed algorithm.
Accordingly, the stereo sensor parametrization (for details see Section 7.1) is adap-

ted, such that the measurement characteristic of the Velodyne LIDAR is imitated. The
disparity standard deviation σd = 0.01 is chosen considerably small. The term σZ used
for the model-based normalization (see Equation (21) in Section 7.1.2) is modified, such
that it also takes the standard deviation of the LIDAR into account. Therefore, it
computes as

σZ = f2
n

fu · b
·
√

∆2
Z + σ2

L (50)

Hereby σL = 0.1m is the assumed standard deviation for the LIDAR measurements
and ∆Z remains unchanged as the expected model violation of the constant depth as-
sumption for objects. The remaining sensor parameters are set accordingly. The outlier
rates are set to pout = 0.05 for all models and the class assignment parameter for missing
disparities pc@ is set to neutral with po@ = 1/3. The latter is required, since the LIDAR

61



The Multi-Layered Stixel World

Figure 23: The Stixel World computed from sparse 3D point cloud measurements that
have been obtained with a Velodyne HDL-64E S2. The upper image shows
the projection of the independent LIDAR points (thickened to 5 px for a
better visualization) into the left camera. The lower image shows the Stixel
segmentation result. In order to be able to work with the LIDAR point
measurements, only minor changes to the parametrization had to be applied.

outputs spares point clouds. Thus, when using the LIDAR, not having a valid disparity
measurement for a pixel is rather the use-case than the exception.
An exemplary result of this approach is shown in Figure 23. The upper part of the

illustration shows the virtual depth map result. The point measurements have been
thickened for a better visualization. The lower part shows the corresponding object
reconstruction as overlay to the image of the left camera.
Alternatively to using sparse point data, interpolation can be used. Dolson et al. [52]

presented a method that allows to obtain dense depth maps from the Velodyne LIDAR
even under strong motion of the measurement vehicle.

11.4 Incorporating Dense Optical Flow

The scope of the previous sections solely focused on processing 3D data that was obtained
from some kind of distance sensor, such as a stereo camera or LIDAR. However, the
approach provides much more opportunities. For example, it can be used to combine
measurement data taken from multiple sensors. Beyond that, it even allows to combine
measurement data of different types. Accordingly, the proposed scheme inherently gives
the opportunity to perform multi-sensor data fusion.
In the following, this idea is exemplified by fusing both dense stereo and dense optical

flow. The stereo depth map is computed using semi-global matching [73] and the optical
flow images are calculated by using the method proposed by Müller et al. [161]. That
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Figure 24: A dense optical flow image for the urban scenario from Figure 12a is shown.
The color denotes the direction of the optical flow vectors while the brightness
encodes their length. The leading vehicle is almost completely black. This is
correct, since it moves at constant distance and therefore does not change its
location or scale within the image.

scheme is based on the variational approach (TV-L1) suggested by Zach et al. [236] and
is particularly optimized to cope with the high demands of automotive environments.
An exemplary optical flow image is depicted in Figure 24. It corresponds to the urban
scenario illustrated previously in Figure 12a.

In order to obtain a unified scheme that allows to incorporate multiple input cues for
the segmentation process, the measurement input D is extended to Z = {D,U}. The
variable D corresponds to the stereo depth map computed for the left and right rectified
camera images ILk and IRk , just as before. The measurement input U corresponds to the
optical flow image computed for the left camera between the consecutive images ILk−1
and ILk . Thus, Zu ∈ Z is the corresponding vector that consists of the measurements
for the column u. An element zv = (dv, duv, dvv) ∈ Zu is a triplet that consists of the
disparity measurement dv as well as the optical flow component vectors duv and dvv for
the horizontal and vertical displacements.

The application of the Bayesian rule in Equation (5) yields:

P (L | Z) ∼ P (Z | L) · P (L) (51)

It is self-evident that using multiple sources for input is without impact to the prior
term P (L), because the world model expectation does not depend on the used input cues.
However, the conditional probability P (Z | L) has to be extended. In guidance of the
argumentation from Section 6.2 that discussed the mutual independence of the individual
input measurements and the different segmentations of the individual columns, the term
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P (Z | L) can be expressed as:

P (Z | L) =
w∏
u=0

P (Zu | Lu) (52)

P (Zu | Lu) =
Nu∏
n=1

vtn∏
v=vbn

P (zv | sn, v)

In order to evaluate the conditional term P (zv | sn, v), the affinity of the measurement
input zv at row v for the segment sn is determined. This term is separated such that a
product of two densities is extracted:

P (zv | sn, v) = P (dv | sn, v) · P (duv, dvv | sn, v, dv) (53)

At this point, P (dv | sn, v) is identical to the stereo sensor model as discussed in
Section 7.1. The second term P (duv, dvv | sn, v, dv) denotes the probability for a pair of
optical flow vectors (duv, dvv) given the segment sn in row v with a disparity dv.
For the definition of that term two things are required. At first, the corresponding

sensor model has to be specified that characterizes the used optical flow algorithm in
terms of noise and outlier behavior.
Secondly, the corresponding data models for the optical flow occurrences with respect

to the different classes ground, object and sky have to be determined. This is challenging,
because the occurrence of optical flow is a direct result of the ego-motion and the motion
of the observed objects (see [37, 201, 6]). For instance, static ground segments are
expected as a gradient directed into the focus of expansion (FOE). The location of the
FOE and the actual expected lengths of the optical flow vectors depend on the ego-
motion of the vehicle. On the other hand, a particular model for the flow occurrence of
objects is hard to determine, since those can move independently from our own vehicle.
The assumption that objects move rigidly leads to a uniform occurrence of the horizontal
optical flow components duv. However, for non-rigid objects (such as pedestrians) that
model assumption is not met, and objects that reside within the FOE cannot be seen
within the optical flow image at all.
At last, sky segments are expected to have a homogeneous flow field. Those are

expected at an infinite distance, such that their corresponding flow occurrence is only
related to the changes of the yaw, pitch and roll angle of the camera system.
In addition, the term P (duv, dvv | sn, v, dv) has dv as conditional variable. This allows

to consider such fundamental assumptions, such that close objects usually have large flow
vectors. If connections of such nature using the disparity dv are not exploited, the term
can be simplified to P (duv, dvv | sn, v).
Alternatively, the term P (zv | sn, v) from Equation 53 is separated as:

P (zv | sn, v) = P (dv | sn, v, duv, dvv) · P (duv, dvv | sn, v) (54)

Unless the disparity measurements dv are expected as mutually independent from the
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optical flow components (duv, dvv), that procedure does not allow to directly use the
previously defined stereo sensor model. Accordingly, both terms have to be specified.
Also note that in order to use further input cues, the cost pre-computation and the

computation of the cost tables have to be adapted accordingly. Another important
matter is to ensure that dynamic programming for the optimization step is still applica-
ble (see Section 9.2).
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In order to employ the Stixel World for a wide variety of applications such as in driver
assistant tasks and safety systems, an important aspect regarding the represented objects
is to have knowledge about their exact motion state. For this reason, this chapter
discusses how to obtain an independent motion state estimate for every Stixel. This is
achieved by tracking Stixels over time using Kalman filter systems [225]. Those Stixels
that have been enriched with velocity information are referred to as dynamic Stixels.
The following elaboration is based upon our previous work “Efficient Representation

of Traffic Scenes by Means of Dynamic Stixels” [169]. In consideration of our fields of
application, objects are expected to move earthbound on the ground surface. For this
reason, the proposed motion state estimation scheme focuses on the first Stixel along
every column of the image. The tracking is done for every Stixel independently.
For this task, different prerequisites are necessary, which are covered within the next

sections. Accordingly, we will discuss the design of the Kalman filter system and describe
how to obtain the required measurements for the filter update step. For that purpose,
multiple approaches to estimate the two-dimensional displacement of Stixels between
consecutive images are discussed along with their assets and drawbacks. Finally, experi-
mental results are presented. A detailed analysis regarding the quality and performance
of the tracking scheme is found separately in Chapter 15 that focuses on an in-depth
evaluation.

12 The Filter System
This subsection describes the motion state estimator for the object tracking. For this
purpose, we rely on an extended Kalman filter system that estimates the location and the
motion state for every Stixel independently. The described filter system is a variant of the
point feature tracking approach called “6D-Vision” presented by Franke et al. [66, 176].
In the following we will sketch the used ego-motion estimation, discuss the 6D-Vision

principle, describe the used filter system for motion estimation and how to obtain the
Stixel measurements for the filter update step. Further, different ways to improve the
tracking performance using multi-filter systems are discussed.

12.1 Ego-motion Estimation

In order to estimate the absolute motion state of other objects, the motion of the ego-
vehicle has to be known. Certainly, this information can be taken from inertial sensors.
In terms of this work, the use of an image-based ego-motion estimation is preferred,
because it outperforms available standard inertial sensors in terms of precision. For this
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objective, the literature provides several methods [75, 98, 112, 142]. Among those, the
stereo-based method described by Badino et al. [7] is our method of choice.
The basic idea of this approach is to track static image points over time and to use their

depth to estimate the motion state of the ego-vehicle with full six degrees of freedom.
The optimal three-dimensional translation and rotation between consecutive images is
determined in a least square error minimization approach. In order to reduce drift errors,
multi-frame estimations of the resulting poses are performed.

12.2 The 6D-Vision Principle

Franke et al. presented a method called 6D-Vision [66, 176] that allows for the simulta-
neous estimation of the three-dimensional position and motion state for a large number
of two-dimensional image point features. These features are tracked over time by means
of Kalman filters [225]. This procedure results in a rich 6D representation that com-
bines position and velocity information within the state vector X = (X,Y, Z, Ẋ, Ẏ , Ż)T .
Hereby, X is the lateral, Y the vertical, and Z the longitudinal distance component with
respect to the ego-vehicle. The estimation works for every point independently. The
underlying motion model is assumed to have a constant velocity with v̇ = a = 0.
For our purpose, we follow the same principle. However, we do not use point features,

but Stixels to estimate the motion states of other road users. Therefore, the tracking
approach focuses on the first object to encounter along every column, since those objects
are considered the most relevant. Further, objects are expected to move earthbound or
at least in parallel to the ground surface. For this reason, the possible degree of freedom
of the motion state is restricted with respect to the (upwards pointing) y-axis, such that
Ẏ = 0. That means the Stixels are not expected to move in vertical direction.
As a result, the state vector is reduced to 4D with X = (xT , vT )T = (X,Z, Ẋ, Ż)T .

Hence, only the two-dimensional position and velocity have to be estimated. Note that
for environments with severe gradients of the ground surface that approximation results
in small errors of the motion state. This is due to not considering the vertical motion
component of the objects, which potentially leads to an underestimation of the absolute
velocity. However, this error is regarded negligible for our purpose.

12.3 The Kalman Filter Design for Dynamic Stixels

In the following section the design of the used Kalman filter system is discussed. Initially,
this requires a motion model for the ego-vehicle in order to compensate for the ego motion
and to obtain the absolute motion estimate for the tracked objects. For this purpose, a
constant velocity vc and a constant yaw rate ψ̇c for a given time interval ∆t = tk − tk−1
between the time steps k − 1 and k is assumed. Those parameters are determined by
using the ego-motion method mentioned above. The movement of the ego vehicle is
described in the right-handed coordinate system of the car by:

∆xc =
ˆ ∆t

0
vc (τ) dτ = vc

ψ̇c

(
1− cos ψ̇c∆t

sin ψ̇c∆t

)
(55)

68



12 The Filter System

In this coordinate system, every Stixel has a position xk−1 = (X,Z) Tk−1 with the
corresponding velocity vk−1 = (Ẋ, Ż)Tk−1. Within an elapsed time interval ∆t, each
Stixel moves to a new corresponding position xk. This connection is given by the motion
model for the tracked objects. It is defined as:

xk = Ry (ψc) (xk−1 + vk−1∆t−∆xc) (56)

The term Ry denotes the 2× 2 rotational matrix around the y-axis. Next, the system
model and the measurement model of the extended Kalman filter are specified. In order
to predict the new state X̂k = (x̂T , v̂T )Tk = (X̂, Ẑ, ˆ̇X, ˆ̇Z)Tk for a Stixel, the system model
is applied to its previous estimate state Xk−1. The discrete system model is defined as:

X̂k = AkXk−1 +Bkvc + ωk−1 (57)

In this notation, the matrix Ak corresponds to the state transition matrix. The vec-
tor Bk denotes the control input into the system. The noise term ωk is assumed to be
Gaussian white noise with covariance matrix Q. The state transition model Ak as well
as the input vector Bk are computed by:

Ak =
(
Ry(ψc) ∆tRy(ψc)
02×2 Ry(ψc)

)
(58)

Bk = 1
ψ̇c


1− cos ψ̇c∆t
− sin ψ̇c∆t

0
0


The tracking algorithm operates on rectified images. This proceeding allows to rely

on the pin-hole camera model. Thus, the following non-linear measurement equation is
used:

m =

 u
v
d

 = 1
Z

 Xfu
Y fv
bfu

+ γ (59)

with the focal lengths fu and fv and the baseline b of the stereo camera system. The
noise vector γ is assumed to be Gaussian white noise with a covariance matrix R. This
non-linear projection from the system state to the coordinate space of the measurements
makes it mandatory to use an extended Kalman filter. The resulting measurement-
state relation for the Kalman filter is obtained by the Jacobian approximation H of
Equation (59). Further details to this proceeding can be found in [66, 159] or [177].

12.4 Obtaining the Stixel Measurements

The measurement update for each Stixel is done in two steps: the update step for the
Kalman filter system and the update for the height of the Stixel. For this purpose, the
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set of new measurements at time step k consists of three parts: an image coordinate
consisting of a column and a row position (u, v)meas

k , the corresponding disparity mea-
surement dmeas

k and a height observation hmeas
k . Note that the height is not a direct part

of the filter system.
The area covered by the Stixel at the previous time step is denoted by Ωk−1. It is

linked to the previously measured image position (u, v)meas
k−1 . It is important to note

that this is an actually tracked coordinate and not a filtered one. The new image
coordinate measurements (u, v)meas

k are determined by computing the transition from
Ωk−1 to Ωk. Hence, a method to measure the two-dimensional displacement between two
consecutive images Ik−1 and Ik is required. For this purpose, the choice for a particular
scheme is not substantial. Possible methods are discussed along with their advantages
and disadvantages in Section 13. Their particular influence to the performance of the
estimator is evaluated within Section 18.
In the following, ∆(u, v) denotes the corresponding translation for the Stixel area Ωk−1

to Ωk. Consequently, the new image coordinate measurements (u, v)meas
k are computed

by:

(u, v)meas
k = (u, v)meas

k−1 + ∆(u, v) (60)

Secondly, the disparity measurement dmeas
k is extracted from the current stereo depth

map Dk by using the obtained area Ωk as region of interest (ROI). This is achieved by
means of the function d(Dk,Ωk), such that:

dmeas
k = d (Dk,Ωk) (61)

In a straightforward approach, that function could simply compute the average dispar-
ity of all depth measurements within Ωk. However, since Dk is a dense disparity map, it
is reasonable to make use of the available amount of data and to rely on a scheme that in
addition to an increased accuracy of the disparity measurement offers robustness to out-
liers. For our implementation, this is achieved by using a histogram-based registration
scheme. All disparity measurements du,v ∈ Dk(Ωk) are registered in a histogram while
taking into account their assumed stereo uncertainty σd. For that step the disparity
measurements are modeled to be Gaussian distributed. Then, the most frequent value
is extracted as the new disparity measurement dmeas

k . The histograms are using eight
bins per pixel to allow sub-pixel accuracy.
Note that at this point a minor aspect is disregarded during the computation of the

displacement ∆(u, v) and the extraction of the new depth measurement dmeas
k . This

concerns possible scaling effects when deducing Ωk from Ωk−1, which is either a result of
our own motion or the longitudinal movement Ż of the Stixel itself. Due to the rather
small changes between consecutive images, those effects are regarded as insignificant for
the disparity measurement computation. In either way, the area Ωk is always centered
on the new tracked image position of the Stixel.
However, if it is desired to consider changes in scale, the method to determine the
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displacement ∆(u, v) discussed in Section 13.6 can be applied, since it allows to estimate
that degree of freedom as well.
The third measurement in order to update the Stixel is the corresponding height

measurement hmeas
k . Since objects are assumed to be rigid, the height of each Stixel

within world coordinates should remain constant. Nevertheless, when approaching an
object, the quality of the height measurement for a Stixel representing that object tends
to increase. Thus, additionally updating the height of that Stixel is advisable. Since
dynamic Stixels are not re-computed for every frame explicitly, this height measurement
has to be determined in a different way.
For this purpose, after estimating the new state xk, the closest static Stixel is deter-

mined and its height is adopted. That approach is straightforward, yields good results
and minimizes the computational overhead, since no additional height computation is
required. The height information is updated by means of a low pass filter:

hmeas
k = hstatic (62)
hk = α · hk−1 + (1− α) · hmeas

k

For this approach, α ≈ 0.95 is chosen as a fixed and rather insensitive parameter.

12.5 The Multi-Filter System

Traffic environments typically exhibit a very large variety of independently moving ob-
jects. The dynamics of these scenarios ranges from urban districts with slow, but multi-
directional traffic to highway scenarios with very fast, but one-way traffic. Within all
these scenarios, the motion state of the ego-vehicle is not necessarily related to the mo-
tion state of the other objects. That issue makes it very challenging to build a system
that is capable to estimate the motion state for other objects reliably and under all
conditions.
Normally, upon initialization of a new dynamic Stixel, the motion state of the tracked

object is yet unknown. Hence, the goal is to have the filter to adapt as fast as possible. On
the other hand, the filter system must not be disturbed easily upon noisy measurements,
such that it actually has a true filtering effect.
A common strategy to tackle that problem is to rely on multi-filter systems. These

use a certain number of filters to track one and the same object. Typically, the difference
lies within the model parameters used for the individual filters. For instance, they can
differ with respect to the agility of the filter system in order to adapt to changes of the
observed motion state differently (e.g. see [66]). Alternatively, they are used to consider
different types of motion or motion models, such as moving straight versus turning
maneuvers (e.g. see [19]).
For our purpose, we rely on a multi-filter systems that uses two filters, a dynamic

one that is optimized to detect fast movement and a delayed one to work well for static
objects. Thus, the used filters differ in regard to the parametrization of the modeled
system variances.
Optionally, instead of using a single dynamic filter, additional pre-initialized filters
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with certain hypothetical initial velocities can be used. Those approaches aim for the
effect that the pre-initialization coincides closely with the actual motion state of the
object. However, due to the wide variety that different types of traffic scenes exhibit,
that approach has not worked well for our purpose.
Another common and straightforward idea to optimize the transient response of the

filter is to exploit already existing Stixels for a neighborhood initialization. To do so,
qualified neighbors have to fulfill certain fitness criteria, such as a minimum age and
a maximum residual error of the filter. When no qualified neighbors are available, the
tracker falls back into the normal mode of operation.
From the set of available Kalman-filters the currently active one is determined by

the smallest normalized innovation squared (NIS) [13, 66]. The NIS corresponds to the
Mahalanobis distance between the predicted and the actual measurements using the
inverse covariance matrix ∑−1

k of the innovation (residuals). Thus, it is defined as

εNIS = (mk −Hx̂k)T ·
∑−1

k
· (mk −Hx̂k) , (63)

wheremk = (u, v, d)meas
k is the actual measurement and x̂k is the predicted state that is

projected to the measurement space by the Jacobian approximate H of the measurement
model (see Equation(59)). Finally, in order to optimize the computational effort, the
multi-filter system is reduced to a single filter after a certain number of update steps.
For this purpose, the filter with the smallest NIS is chosen to remain.
Alternatively to deactivating filters, interacting multiple models (IMM) can be used,

such as introduced by Blom et al. [28] or Bar-Shalom et al. [13, 145]. The idea of IMM
is straightforward. All filters are maintained during the tracking process, and the one
with the highest likelihood is the one used to proclaim its estimate state for the tracked
object. For instance, IMM found application in the work of Kaempchen et al. [109] or
Barth et al. [17, 19]. A combination of both NIS and IMM was shown by Lategahn et
al. [124].

13 Measuring 2D Displacements Between Consecutive Time
Steps

The most essential part for the tracking process is to compute the translation of the
Stixel area Ωk−1 to Ωk, which is a typical two-dimensional optical flow correspondence
problem. Within the scope of that task, several optical flow estimators have been tested.
This includes the signature-based method proposed by Stein et al. [196], the TV-L1 dense
optical flow as proposed by Müller et al. [161], the well known KLT-Tracker presented
first by Lucas et al. [137] and an extension of that approach that we refer to as patch-
KLT.
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13.1 Choosing an Optical Flow Scheme

For our objective, these mentioned optical flow estimators can be classified with respect
to three essential criteria. At first, some of them are feature-based (and thus sparse) while
others allow for a dense computation, such that almost every pixel has a corresponding
optical flow estimate. Naturally, having more optical flow measurements increases the
chance to be able to compute Ωk from Ωk−1 more reliably. However, the performance
of optical flow methods differs severely when utilized for such challenging and complex
scenarios as traffic environments. Those usually exhibit a very high variety of lighting
conditions and partially require to estimate relatively large optical flow vectors.
Thus secondly and more important for our application is the support of the used

optical flow estimator to allow for pre-warping. That means that the actual optical flow
scheme can be pre-initialized on a feature-based level. If supported, that is a very useful
feature, because it gives the opportunity to use the motion filter prediction to aid the
optical flow computation. As a result, the performance with regard to large optical flow
vectors can be increased significantly.
Thirdly, the used methods strongly vary in terms of the computational effort that is

required to determine the 2D motion field. Some of the proposed methods are avail-
able on low-power FPGA hardware, some occupy the CPU and others rely on a GPU
implementation.
The individual methods and their specific characteristics for the computation of Ωk

are described in the following.

13.2 Computing the 2D Displacement Using Census Optical Flow

Stein et al. [196] presented a method that allows to compute optical flow using the Census
transform [231] as matching criteria. The proposed scheme computes sparse and pixel
discrete optical flow vectors. It is available in real-time by using a low-power FPGA
hardware implementation. The authors rely on a hash-table registration scheme for the
patch descriptors which allows to decouple the computation time from the maximum
supported vector length. As a result, the most significant asset of that approach is the
support for arbitrarily large flow vectors. The Census itself is known to be quite robust
to changes of the brightness between consecutive frames [89, 241].
In order to compute the new location of the area Ωk, the optical flow measurements

within Ωk−1 are accumulated within histograms. These do not need to offer sub-pixel
resolution, because the proposed scheme itself computes only pixel-discrete optical flow
vectors. Optionally, when all measurements are registered, the histograms are smoothed
using a Gaussian kernel mask. The most frequent value is extracted and a parabolic
refinement is used to obtain sub-pixel accuracy such that

pxcorr = hR − hL
2 · (2 · hC − hL − hR) (64)

idxC = idxC + pxcorr
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In this notation hC denotes the most frequent value located at the index idxC within
the histogram. The terms hL and hR are the corresponding neighbors of hC . The term
pxcorr is the sub-pixel correction with pxcorr ∈ [−0.5, 0.5].

13.3 Computing the 2D Displacement Using Dense TV-L1 Optical Flow

Typically, large displacement vectors and changes of brightness (globally and locally)
pose a big challenge for approaches based on total variation error minimization [197].
In order to compensate for that, Müller et al. [161] have proposed a method that puts
dedicated focus on the application in open road scenarios. Therefore, it allows to in-
corporate additional knowledge about the three-dimensional scenario. Their scheme is
a variant of the work proposed by Zach et al. [236] which on the other hand is based on
the variational approach proposed by Horn and Schunk [97].
In order to stabilize their method, the authors incorporate depth from stereo and

odometry information in order to compute an expected optical flow field for static image
points. Further, moving objects are considered by means of the previously discussed
Census optical flow variant. The obtained information is used as an additional reg-
ularization prior during the TV-L1 optical flow computation. Their provided CUDA
implementation is real-time capable for high-end GPUs. For further detail we refer to
the corresponding work of the authors [161]. An example of their approach was shown
in Figure 24.
In order to use that method to compute the new Stixel area Ωk, the same approach as

described in subsection 13.2 is used. A slight difference is that the TV-L1 approach is
able to yield sub-pixel accuracy. That is taken into account by using histograms with a
higher resolution. Good results have been achieved by using 8 bins per pixel. Optionally,
the obtained precision allows to waive the parabolic fitting step.

13.4 Computing the 2D Displacement Using the KLT Method

A well-known method to compute tracks for sparse point features has been proposed by
Lucas et al. [137]. That scheme relies on the differential Lucas-Kanade method. The
actual displacement is computed by solving the optical flow equations for all the pixels in
the neighborhood of the center point. This is achieved by means of a least squares error
minimization. With the objective to gain robustness to global illumination changes, the
scheme was extended with respect to the matching criteria, such as the zero-mean sum
of squared differences (ZSSD) or the zero-mean sum of absolute differences (ZSAD) [184,
89]. Large displacements are achieved by computing the algorithm at multiple scales of
the input images.
In order to use the KLT method to compute the displacement ∆(u, v) for a given

Stixel, the goal is to spread reliable point features across its area Ωk−1 for tracking.
For this purpose, this area is first sub-divided into M adjacent regions. Then, possible
features within these regions are selected using the Harris corner detector [84]. The
quality of each feature is determined by computing the eigenvalue for its neighborhood
patch [213, 214]. Then, a certain number N/M with the highest eigenvalues is selected
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from each interval for the tracking step.
The major benefit of the KLT method is to be able to pre-initialize the optical flow

vectors independently for every dynamic Stixel. That initialization is computed from
the prediction of the Kalman filter. For every feature point (u, v)n with 1 ≤ n ≤ N the
corresponding predicted image coordinate is computed as:

m̂n = (û, v̂)Tn = (u, v)n +
(
Hx̂k,n −Hxk−1,n

)
|u,v︸ ︷︷ ︸

∆̂(u,v)n

(65)

The term xk−1,n is the last Stixel location estimate and x̂k,n is the corresponding
prediction for the current time step. These coordinates are extended for the world height
hn of the particular point feature. This is because xk−1 just denotes the two-dimensional
XZ-location of the Stixel’s base point. The matrix H is the Jacobian approximation of
the measurement equation. The resulting term is projected to image coordinates (u, v)
which drops the unused disparity component.
The proposed scheme is real-time capable on both the CPU and any mainstream GPU

using a CUDA implementation. For our experiments, every Stixel is sub-divided into
regions of 25 px in height. Up to M = 3 features are tracked per region, such that an
exemplary object with a height of 150 px is tracked with up to N = 18 features. The
KLT-feature size is 5× 5. The tracks are regenerated for every new input image.

13.5 Computing the 2D Displacement Using the Patch-KLT Method
At last, the patch-KLT method is discussed. The basic motivation for that scheme is
the request to make a more thorough use of the actual texture information within the
area of the Stixels. The proposed method is an extension of the previously discussed
KLT feature tracker with the objective to use real w × h sized areas as features.
Since the underlying Stixel assumption to have objects with rigid and flat shapes

is not met by all types of objects, using the Stixel as a single patch to track does
not yield satisfying results. For this reason, the Stixel is sub-divided vertically into
equally distributed and partially overlapping patches that are individually tracked as a
complete patch between the consecutive frames. The working principle of the patch-KLT
is visualized in Figure 25.
Additionally, since working with larger patches also leads to a few special character-

istics, three further aspects are considered. Firstly, in order to gain robustness, possible
scaling effects are taken into account. Thus, if an object approaches, the correspond-
ing patches grow according to the changes of depth of that object and vice versa. The
scale estimation is a subcategory of the affine transformations as introduced by Tomasi et
al. [214] or by Birchfeld et al. [24]. However, in contrast to that work, we do not estimate
distortion or similar perspective effects.
Secondly, a pixel-based voting scheme is introduced. That procedure has the objective

to concentrate on foreground pixels. This is achieved by balancing the influence of
the different disparity measurements depending on how good they coincide with the
depth of the Stixel. For instance, this method is well suited to reduce the influence
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Figure 25: The pink rectangles denote the w×h sized patches that are used for computing
the two-dimensional displacement into the next time step. The white arrows
show the estimated direction into which each particular feature was tracked.

of grass beneath guard rails. Usually, those rails exhibit very high ambiguity due to
repetitive patterns along the road. This characteristic makes them very hard to track.
Vegetation on the other hand is well-textured and good to track but does not belong to
the foreground, consequently has a different depth and thus a different optical flow than
the actual tracked object.
Thirdly, for the matching criteria we rely on the well-known zero-mean sum of squared

differences (ZSSD) [89, 184]. This has the objective to be more insensitive to changes of
illumination across the area of the patch.
For improving the performance with respect to large displacement vectors, the approx-

imate location of the patches within the current frame is initialized using the Kalman
filter prediction of the corresponding Stixels. For this purpose, the method described in
Equation (65) is used.
Technical details on the patch-KLT procedure are given in the following Section 13.6.

An exhaustive survey on KLT flow estimators can be found in [143].
For our experiments, the KLT-patches are chosen to have a width of 25 px (which is

significantly larger than the 5 px width of the Stixel) and the height is set to 15 px with a
vertical overlap of 20%. The proposed method is computationally very expensive. Even
though we rely on a considerably fast CUDA implementation, the scheme requires an
average of 150ms to compute on high-end graphics hardware. Thus, it is not fast enough
to be tested online in the vehicle. However, given its theoretical and technical advance
to the other optical flow schemes, this method is expected to obtain very good results
when used for offline processing.

13.6 Working Principle of Patch KLT

In the following, the previously introduced variation of the Kanade-Lucas-Tomasi tracker
is described in technical detail. It estimates the two-dimensional displacement as well as
the change of scale for w × h sized patches. Also, it uses a weight mask obtained from
the underlying disparities to emphasis the tracking on foreground pixels.
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At first, the mathematical background with regard to the relation of scale and depth is
discussed. Assume to have a Stixel at time step k−1 with the center world coordinates in
the camera coordinate system Xk−1, Yk−1, Zk−1 and the width and height Wk−1, Hk−1.
The Stixel is idealized as a fronto-parallel area, and therefore has the same depth in
reference to the camera for all underlying pixels.
Its center is projected to image coordinates (uk−1, vk−1) by using the projection equa-

tions for the pinhole camera geometry denoted in Equation (59). The components of
the image coordinates compute as follows:

uk−1 = Xk−1
Zk−1

· fu + up (66)

vk−1 = Yk−1
Zk−1

· fv + vp

The variables up and vp correspond to the principal points of the camera. The dimen-
sions of the Stixel in the image are given by:

wk−1 = W k−1
Zk−1

· fu (67)

hk−1 = Hk−1
Zk−1

· fv

Since the represented objects are assumed to be rigid, the world dimensions of the
Stixels do not change over time. Consequently, that characteristic also implies

W k−1 = Wk (68)
Hk−1 = Hk ,

such that the dimensions of the Stixel within in the image at time step k are given by:

wk = W k−1
Zk

· fu (69)

hk = Hk−1
Zk

· fv

As a result, the change of depth is indirectly proportional to the change of the dimen-
sions in the image. That relation is given by the scale factor sk−1. That term computes
as:

Zk−1
Zk

= wk
wk−1

= hk
hk−1

= sk−1 = 1 + ∆sk−1 (70)

Firstly, the KLT-based tracker with scale estimation for w × h sized patches is de-
scribed. The per-pixel weighting and the zero-mean aspect are incorporated afterwards.
A wide-spread approach to solve optical flow estimation problems is to proclaim the

constant brightness assumption [97, 213, 236]. This assumption states that the same
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three-dimensional world point at different time steps k− 1 and k and different locations
within the camera’s coordinate system may lead to a projection into the image at different
positions but with the same intensity value for the affected pixels. This principle is
applied to the area of the whole patch with uc, vc as the coordinates of the feature’s
center. The consideration of every pixel u ∈

[
−w

2 ,
w
2
]
, v ∈

[
−h

2 ,
h
2

]
within that patch

leads to the following over-determined system of equations:

Ik−1(uc + u, vc + v) = Ik(uc + sk−1 · u+ ∆u, vc + sk−1 · v + ∆v) ∀u, v (71)

The terms ∆u and ∆v represent the horizontal and vertical displacement components
of the considered patch. To maintain a better readability, in the following we use s
for sk−1 and ∆s for ∆sk−1. Hence, by solving the given equation system the unknown
parameters (∆u,∆v,∆s) are determined. Unfortunately, the right side contains the
unknowns as a functional dependency in order to access the gray value of the image. To
resolve that dependency, a first order Taylor expansion is applied to that term, which
results in:

Ik (uc + (1 + ∆s) · u+ ∆u, vc + (1 + ∆s) · v + ∆v) (72)

≈Ik (uc + u, vc + v) +∇Ikuc+u,vc+v∆s ·
(
u
v

)
+∇Ikuc+u,vc+v

(
∆u
∆v

)

=Ik (uc + u, vc + v) + ∂Ik
∂u

[∆s · u+ ∆u] + ∂Ik
∂v

[∆s · v + ∆v]

At this point, a closed form solution of that problem cannot be found directly for
two basic reasons. Firstly, the Taylor expansion performs a linearization, which is only
an assumption of the linear characteristic to apply for the given image pair. Secondly,
the constant brightness assumption is a rough approximation as well. That is due to
various physical reasons, such as sensor noise, certain lens effects like vignetting, changes
of the environmental lighting conditions or alike. However, that problem is encountered
by stating it as an error minimization problem. For this purpose, the sum of squared
differences between the pixel intensities of Ik and Ik−1 is minimized. This is achieved
by solving:

min
∑
u

∑
v

(Ik(uc + (1 + ∆s) · u+ ∆u, vc + (1 + ∆s) · v + ∆v)− Ik−1(uc + u, vc + v))2

(73)

With the first order Taylor expansion given in Equation (72), the solution is found by
solving the least squares problem. The resulting equation system can be expressed as:

Ax = b (74) ∂Ik
∂u

∂Ik
∂v

∂Ik
∂u u+ ∂Ik

∂v v...
...

...


 ∆u

∆v
∆s

 =
[
Ik(uc + u, vc + v)− Ik−1(uc + u, vc + v)

...

]
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The optimum solution for that problem is found by means of the Gauss–Markov
theorem. For this purpose, the following expression is computed:

x =
(
A>A

)−1
A>b (75)

The first part is defined as:

A>A = (76)
∑ ∂Ik

∂u
∂Ik
∂u

∑ ∂Ik
∂u

∂Ik
∂v

∑ ∂Ik
∂u

(
∂Ik
∂u x+ ∂Ik

∂v y
)

∑ ∂Ik
∂v

∂Ik
∂u

∑ ∂Ik
∂v

∂Ik
∂v

∑ ∂Ik
∂v

(
∂Ik
∂u x+ ∂Ik

∂v y
)

∑ ∂Ik
∂u

(
∂Ik
∂u xu+ ∂Ik

∂v v
) ∑ ∂Ik

∂v

(
∂Ik
∂u u+ ∂Ik

∂v v
) ∑(

∂Ik
∂u u+ ∂Ik

∂v v
)2



and the second part as:

A>b =


∑ ∂Ik

∂u (Ik(uc + u, vc + v)− Ik−1(uc + u, vc + v))∑ ∂Ik
∂v (Ik(uc + u, vc + v)− Ik−1(uc + u, vc + v))∑(

∂Ik
∂u u+ ∂Ik

∂v v
)

(Ik(uc + u, vc + v)− Ik−1(uc + u, vc + v))

 (77)

Next, the individual weighting of the pixels is considered. Therefore, the last disparity
measurement dmeas

k−1 of a Stixel is used as reference for all assigned patches. An individ-
ual weight w(u, v) is computed for every pixel (u, v) within a patch depending on the
similarity of dmeas

k−1 to the disparity Dk−1(u, v). Since every pixel can have a different dis-
parity, the corresponding weights may differ as well. The weight mask can be computed
in advance to the optical flow computation. For computing the weights we obtained
good results using:

w (u, v) = 1∣∣∣D (u, v)− dmeas
k−1

∣∣∣+ 1
(78)

In the following, each equation of the least squares system is multiplied with the
corresponding weight factor w = w(u, v) for the pixel (u, v). The resulting components
are:

A>b = (79)
∑
w · ∂Ik∂u

∂Ik
∂u

∑
w · ∂Ik∂u

∂Ik
∂v

∑
w · ∂Ik∂u

(
∂Ik
∂u u+ ∂Ik

∂v v
)

∑
w · ∂Ik∂v

∂Ik
∂u

∑
w · ∂Ik∂v

∂Ik
∂v

∑
w · ∂Ik∂v

(
∂Ik
∂u u+ ∂Ik

∂v v
)

∑
w · ∂Ik∂u

(
∂Ik
∂u u+ ∂Ik

∂v v
) ∑

w · ∂Ik∂v
(
∂Ik
∂u u+ ∂Ik

∂v v
) ∑

w ·
(
∂Ik
∂u u+ ∂Ik

∂v v
)2



79



Stixel Motion Estimation

and

A>b = (80)
∑
w · ∂Ik∂u (·Ik(uc + u, vc + v)− Ik−1(uc + u, vc + v))∑
w · ∂Ik∂v (·Ik(uc + u, vc + v)− Ik−1(uc + u, vc + v))∑

w ·
(
∂Ik
∂u u+ ∂Ik

∂v v
)
· (Ik(uc + u, vc + v)− Ik−1(uc + u, vc + v))


To gain robustness against illumination changes, it is advisable to replace the direct

access to the gray values by the difference between the gray value and the mean gray
value calculated over the feature patch. So instead of the difference

∆I(u, v) = Ik(uc + u, vc + v)− Ik−1(uc + u, vc + v) (81)

that was used up to this point, the following difference is used:

∆I(u, v) =
(
Ik(uc + u, vc + v)− Īk

)
−
(
It−1(uc + u, vc + v)− Īk−1

)
(82)

Hereby the terms Īk and Īk−1 denote the mean gray values. Those are computed by
using the weighted mean of the pixel intensities, such that:

Īk =
∑
w(u, v) · Ik(uc + u, vc + v)∑

w(u, v) (83)

Īk−1 =
∑
w(u, v) · Ik−1(uc + u, vc + v)∑

w(u, v)

The term ATA remains unchanged and A>b becomes:

A>b =


∑
w(u, v) · ∂Ik∂u ∆I(u, v)∑
w(u, v) · ∂Ik∂v ∆I(u, v)∑

w(u, v)
(
∂Ik
∂u x+ ∂Ik

∂v y
)

∆I(u, v)

 (84)

As a result of the linearization, the proposed method requires iterations in order to
compute the displacement and scale for the patch. To this end, it is advisable to use
a pyramid with different scales of the camera input images in order to allow for larger
displacements [137]. For our tests, we have used up to three pyramid levels, each with a
scale down factor of two in each dimension. Additionally, using different scales can help
to improve the convergence speed.

14 Tracking Results
In the following section we present experimental results for the Stixel motion estimation
as discussed in the previous sections. For this purpose, all sequences have been captured
with our test vehicle. Since the described approach is considered supplemental to our
work presented previously, the result section for the motion estimation is kept rather
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Figure 26: This color wheel is used for encoding the motion of Stixels. The color type
denotes the moving direction. The absolute velocity is given by the saturation
of the color. White in this context means that the Stixel is standing still.

short. Additional results can also be found in the original publication for the dynamic
Stixel World [169]. Even though the initial paper did rely on the Stixel World as proposed
in [9], the tracking scheme does not imply a specific Stixel computation principle. An
in-depth analysis with regard to the tracking performance of the different flow schemes
is done in the evaluation in Chapter 15.
For the visualization of direction and speed we rely on the color scheme that is de-

picted in Figure 26. Each color type represents a different moving direction within the
XZ-plane and the particular saturation denotes the absolute velocity for every Stixel.
White in that context means that the Stixel is estimated as not moving and maximum
saturation is reached with 30 km/h or respectively ∼ 8.3 m/s. In addition, the moving
direction and speed are also encoded by arrows drawn on the ground plane. Longer ar-
rows represent higher velocities. The arrows point to that spot where the corresponding
Stixel is expected to be within the next half second under the assumption of constant
speed and linear motion.
For urban districts, Figure 27 illustrates several typical situations to encounter. The

examples show other traffic as captured from our own moving vehicle. Those are detected
to move in all kinds of different directions. A brief description for each scenario is given
beneath the corresponding figure.
The next example is given in Figure 28. It shows a car that performs a sharp turning

maneuver with 180 degrees right in front of our own vehicle. Using the motion coloring
scheme, this figure vividly illustrates the different stages of that maneuver. The car
enters the scene from left to right, turns into our direction and finally exits our field of
view to the left.
Furthermore, Figure 29 depicts scenarios that pose a great challenge for the motion

state estimation. A common problem is that the frame rate is not sufficient to reliably
resolve the optical flow correspondences for repetitive patterns as a result of the driven
speeds. Consequently, the quality of the optical flow estimate suffers severely and hence
the quality of the estimated motion state does too. Other structures and areas of the
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(a) A car is taking a turn at an intersection while passing from right to left. Its rotation
can be seen as the arrows on the rear still point to the left while the arrows attached
to the front already point further into our opposing lane.

(b) Two cars and a scooter are taking a left turn to our right. The vehicle in the
middle just emerged from behind the traffic light and the sign. Dynamic Stixels
are visualized after 3 update steps of their Kalman filter system.

(c) A four lane scenario is shown with moving vehicles on every one of them. The
background on the left is detected as static. However, the bushes on the right side
are estimated as slightly moving.

(d) An intersection is shown with multiple cars in its center coming from our left. The
first one of them drives straight, the other two take a left turn.

Figure 27: Typical urban traffic scenarios with moving cars are depicted. Each scenario
is given with a short description below. The coloring visualizes the estimated
motion state as a result of dynamic Stixel tracking. The color scheme for the
visualization is explained in Figure 26.
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Figure 28: A car is shown making a sharp U-turn. The different stages of that maneuver
are denoted by the coloring and the arrows that point into the respective
moving direction.

image are barely textured at all which makes the optical flow computation potentially
ambiguous. This effect is amplified by weak scene illumination levels. Those lead to
low contrasts and motion blur due to long exposure times. In literature, these effects
are commonly referred to as the aperture problem or as the blank wall problem [39,
139, 212]. Except for the Census optical flow scheme, the described effects increase
the computational effort strikingly. This is due to the gradient-descent based methods
that require significantly more iterations for convergence (cf. Section 13). As soon as
the demanding computation results in additionally skipped (and thus non-computed)
frames, the quality of the tracking process declines rapidly.
At last, an example for non-rigid motion is provided. That issue is exemplified in Fig-

ure 29c by means of pedestrians that walk across the road at an intersection. The coarse
motion states for the center of the persons are estimated correctly. But as expected,
the overall quality suffers due to the inherent model violations, when the rigid Stixel
principle is applied to the flexible body shape. For that objective, either point-based
or feature-based tracking schemes [66, 159, 177] or approaches dedicated for tracking
pedestrians, such as skeleton- or joint-based pedestrian trackers [64, 91, 152, 173, 200],
are advisable.

15 Extension for the Tracking Scheme
As things stand at present, tracking Stixels over time allows to obtain good and reliable
results for the motion states of other objects.
However, as a consequence of the individual non-restricted motion, dynamic Stixels

are no longer bound to equidistant columns. That is a drawback of the proposed ap-
proach. Especially for subsequent applications, this would be an ideal characteristic to
have, because dropping the property to have a regular grid makes things a little bit
more complicated. As a further consequence, the total number of dynamic Stixels is
not fixed. They begin to overlap partially or can belong to objects at different depths.
Converged Stixels are detected as twins and merged according to their normalized in-
novation squared (NIS) and the variances of their Kalman filters, such that their total
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(a) The highway tunnel scenario exhibits very low light and contrasts. As a result,
the perception of the scene infrastructure suffers from weak contrasts and motion
blur. In addition, the untextured walls show highlights and reflections, which is
challenging for both the stereo reconstruction and the optical flow computation.
However, the cars are tracked reliably and the walls remain mostly solid.

(b) Repetitive texture patterns in combination with high driving speeds makes the
crash barrier and guard rail hard to track. Concerning this matter, two two ex-
tremes are shown. Firstly, due to an unsuccessful optical flow computation on the
small crash barrier, the Kalman filters cannot stabilize. This causes a repetitive
reset of the tracks. Secondly, the rail to our right appears to be driving with us.
That effect is amplified by the truck, as it accelerates the Stixels to its own speed.
Then, occasionally, a Stixel slips from the truck onto the rail where its tracking is
continued. Again, this process is supported by the repetitive pattern of the rail.

(c) This scenario illustrates the limitation of the Stixel tracking principle with respect
to objects that exhibit non-rigid motion, such as pedestrians. The centers of the
bodies are tracked quite well, however, the legs and feet are not. For this purpose,
a more detailed motion model for pedestrians would be required. For instance,
point-based tracking, such as scene flow or 6D-Vision, or schemes that explicitly
rely on the shape of human bodies would help to track pedestrians more reliably.

Figure 29: The given figures show three challenging scenarios for the tracking process.
A common problem is an insufficient frame rate for resolving the optical flow
correspondence problem for repetitive patterns. Other structures are not even
textured at all. Long exposure times amplify this problem additionally. For
non-rigid objects the Stixel-inherent model assumptions are not applicable.
This is exemplified by estimating the motion state of walking pedestrians.
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maximum number does not increase exorbitantly. Their actual number depends on the
parametrization. For a common scenario, an entire scene is described with up to two
times as much dynamic as static Stixels.
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The Stixel World is a highly flexible representation. Consequently, it is in our interest to
use it as input for further processing tasks either as direct measurement input or in terms
of attention control. When thinking about safety related applications, such as advanced
driver assistance systems, it is a necessity to provide statements regarding reliability and
robustness. Unfortunately, the requirement patterns of different applications are often
diverse and sometimes even contradictory. For instance, certain applications must not
miss a single object while others cannot afford to have phantom detections.
Apparently, making a solid statement is not straightforward and for certain circum-

stances nearly impossible. However, especially when dealing with advanced safety and
assistance systems for automotive application, awareness of such properties becomes a
mandatory aspect.
For this reason, the following chapter focuses on a quantitative evaluation of the

proposed Stixel World as well as the tracking schemes for motion state estimation. To
this end, we proceed in three steps. At first, the measurement precision of the Stixel
World is analyzed. For this objective, a high-performance LIDAR for real-world ground
truthing is used. That part is based on our previous work presented in [171].
Secondly, reliability concerns of the static Stixel World are discussed. This includes

statistical aspects as well as robustness and steadiness measures. For this task, the evalu-
ation relies on large sequence database sets that are used for optimizing the performance
of the proposed algorithms.
Thirdly, dedicated effort is put into evaluating the motion estimate for other objects.

For this purpose, the different techniques proposed for computing the displacement of
Stixels between two consecutive images are tested and discussed. To ensure a compre-
hensive examination, multiple data sources are considered for input. This also includes
ground truth data that is obtained from autonomously driving robotic vehicles with an
accurately known position and motion state. In order to obtain meaningful and realis-
tic results, we will also compare the tracking algorithm against other sensors, such as
RADAR or the inertial sensors of other vehicles within real-world traffic scenarios.

16 Analyzing the Measurement Precision

Naturally, applications that depend on the Stixel representation as input for further
processing require reliability measures regarding the given data. In this context, the
actual measurement precision plays an essential role.
Within the scope of our previous work “Ground Truth Evaluation of the Stixel Repre-

sentation Using Laser Scanners” [171] we evaluated the distance accuracy that is achieved
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by using the Stixel representation. Even though this work is based on the original Stixel
World, compared to the techniques proposed in this thesis, the actual steps that deliver
the final distance measurement are closely related. Hence, we argue that the evaluation
holds its principles of general validity even when the computation scheme is substituted
with the newly proposed one.
The achieved quality of the Stixel World directly depends on the quality of the original

input stereo data. By relying on semi-global matching [88] for the FPGA implementa-
tion [73], one of the top-performing algorithms found in the Middlebury database [183]
was chosen. Even though this database is a good platform to compare and rank stereo
matching algorithms under controlled and artificial environmental conditions, detailed
surveys on the accuracy and reliability of stereo algorithms in real-world and automotive
scenarios are still an open topic [101, 155, 154, 198].
Understandably, it is desired to use reference sensors for that task and to automate

this process without the need of human interference, such that the verification can be
performed on large data sets that cover various real-world scenarios.

16.1 Test Setup for Evaluation Using a LIDAR

With the objective to rate the precision of the Stixel World, the use of 3D laser scanners
as reference sensors appears to be an evident choice. For this reason, we rely on the
Velodyne LIDAR HDL-64E S2 [85]. Note that in Section 11.3 the same sensor was also
used as data source to directly compute the Stixel World. The stereo vision system used
for the evaluation consists of two 1024 × 334 px cameras with a 45◦ field of view and a
base line of 25 cm.
The stereo rig is attached to the front windshield close to the rear view mirror while the

LIDAR is mounted to the roof rack. The corresponding sensor setup for this objective
is shown in Figure 30.
For comparing the Stixel results with the obtained three-dimensional ground truth

data we calibrated the left camera relatively to the LIDAR. This calibration consists of
six parameters, namely a three-dimensional translation and rotation, which are deter-
mined using the method presented by Lepetit et al. [130]. To this end, a small number of
point measurements from the LIDAR and manually selected two-dimensional point cor-
respondences within the left camera image are used. Then, the suggested method allows
for a closed-form solution of the perspective-n-point problem, which yields the desired
calibration parameters. Alternatively, the parameters can be estimated by means of an
iterated closest points (ICP) approach [75, 180].
Given the intrinsic camera parameters, the relative orientation to the LIDAR and the

base line of the stereo camera system allows to compute virtual ground truth depth maps
from the three-dimensional LIDAR point clouds. Such an image is depicted along with
the corresponding SGM depth map in Figure 31. These images denote the input data
used for the evaluation.
Note that the physically unavoidable deviation of the installation positions between

the LIDAR and the left stereo camera leads to overlaps of objects from different depths
when projecting three-dimensional LIDAR points into the image domain. This is a
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Figure 30: Photograph of the used test vehicle. It shows the installation of the stereo
camera system behind the windshield and the Velodyne LIDAR HDL-64E S2
mounted to the roof rack. This LIDAR unit is used for benchmarking the
measurement accuracy that is achieved by using Stixels.

Figure 31: Visual comparison of the stereo reconstruction using SGM (top) against a
non-artificial ground truth depth map (bottom) obtained from the LIDAR
Velodyne HDL-64E S2. For certain types of objects these two sensors behave
quite differently. For instance, this can be seen in the windows of the cars.
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Figure 32: Two different ways to represent the same vehicle. On the left side, the com-
plete object is approximated. That view typically corresponds to the human
way of perception. In contrast, the right side puts much more emphasis on
the ideal Stixel object model and the constant disparity assumption.

negative effect, because the primary concern is to record three-dimensional points that
are visible for the LIDAR as well as for the camera and to use those for verification. By
choosing a mounting position as close as possible to the left camera, the resulting error
cannot be eliminated but kept small.
For avoiding ungrateful issues due to synchronization between the camera system and

the LIDAR [52, 186], we decided to capture the sequence using a stop-motion proce-
dure [34]. For further details on the sensors, the testing setup and data preparation
please refer to the corresponding publication [171].

16.2 Quality Rating and Sensor Characteristics

Instead of falling back to a per-pixel comparison, we chose to determine the measurement
quality directly at the Stixel level. To this end, the Stixel distance ZS is compared to the
distance ZL obtained from the LIDAR. ZL is simply calculated from those LIDAR points
that are projected into the Stixel area within the image. For this purpose, these points
are sorted, and ZL is computed as the mean of their inner 70%. Due to a significantly
higher accuracy of the LIDAR in comparison to the stereo sensor, this approach is
regarded adequate in terms of precision.
It is important to note that the LIDAR and stereo sensor behave quite differently

for specific object classes. A good example for that are reflective or (semi)transparent
object parts, such as windows, mirrors or water on the road. The LIDAR either looks
right through those objects or follows the reflected ray, while the stereo reconstruction
is usually smooth (primarily due to SGM) but often still does not yield a result even
close to the expected value. This effect is clearly visible in the virtual depth map
that is illustrated in Figure 31. For instance, look at the windows of the parked cars.
Consequently, these areas should not be used for a ground truth evaluation.
Another concern results from the way how the precision for each Stixel is determined.

According to the used model constraints, objects are assumed to have a perpendicular
pose. Thus, a constant disparity across the Stixel area is imposed by penalizing de-
viations within the segmentation process. However, with an increasing height, many
slanted objects fail to fulfill that condition. For instance, Figure 32 illustrates that effect
using the front view of the engine hood of a vehicle. Depending on the strictness with
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Figure 33: For the evaluation the container right to the parked car was used (red box).
That object is well-textured, exhibits no protruding parts and satisfies the
Stixel object model constraints almost perfectly.

respect to model deviations, the object is either segmented as a whole or is separated at
the transition from the front bumper to the engine hood.
To deal with these particularities properly, the evaluation is split into two parts: At

first, the evaluation is performed using a sequence that contains pre-selected perpendic-
ular objects. For this purpose, a well-textured container is slowly approached by the test
vehicle. That container has no reflective or transparent parts and thus complies with
the imposed rectangularity constraint almost perfectly. A snapshot of the corresponding
sequence can be seen in Figure 33.
The second part of the evaluation is done within a real urban traffic environment while

moving through a narrow street. The image used for illustration in Figure 31 is part of
that sequence. In this scenario, parked cars reside on both sides of the road. In order
to avoid negative influences from the individual sensor characteristics mentioned above,
the evaluation of LIDAR disparities is limited to a height of 80 cm. Apart from that,
this sequence has a high severity for two further reasons. Firstly, most of the objects are
oriented along the road in a very acute angle to our vision system. That arrangement
makes the depth measurement quite error-prone. Secondly, those objects exhibit very
shiny and reflective surfaces. To make things worse, the acute angles amplify the latter
effect additionally. Both factors result in a challenging scene for accuracy investigations
of the depth estimate. Both sequences consist of more than 300 frames and contribute
about 10000 Stixels each. Note that parts of these test sequences have been made
publicly available. For further details refer to [86, 154].

16.3 LIDAR Results

Three different types of measures were determined for the evaluation. These include the
mean difference δS of the Stixel distance ZS compared to the obtained LIDAR distance
ZL, the standard deviation σS of that error and the intra-Stixel standard deviation σL
of the individual LIDAR distance measurements.
The standard deviation of the SGM disparities have not been considered though. As a

result of the SGM smoothness constraints, those are correlated and thus are misleadingly
small. Literature concerning stereo evaluation methods often claims a disparity accuracy
of up to σd = 0.25 px for reasonably textured objects [36, 76, 89, 184, 215]. Even
though this might be true for the pure matching part of the used stereo algorithm, the
actual disparity uncertainty as a result from the error aggregation within the whole
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(a) Resulting error curves for the evaluation using
the container. The LIDAR uncertainty σL is
constant. Expectedly, the Stixel standard de-
viation σS rises quadratically. The mean error
δS is increasing quadratically as well.
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(b) The curves visualize the obtained errors of the
depth estimates for the real-world sequence.
Compared to Figure 34a, the obtained errors
are significantly higher. Surprisingly, the LI-
DAR standard deviation σL is not constant.

Figure 34: The left Figure (a) denotes the result for the container scenario, the right
Figure (b) shows the results for the narrow road. The mean Stixel error δS
is drawn in black, the standard deviation σS of that error is blue, and the
standard deviation of the intra-Stixel LIDAR measurements σL is given in
red. The corresponding depth-dependent stereo error, when a assuming a
disparity standard deviation of σd = 0.25 px, is shown in green for reference.

vision system is certainly higher. Unfortunately, this interaction is not resolvable with
simple methods. However, in order to aid the interpretation of the given results, the
corresponding error curve when assuming σd = 0.25 px as applicable is drawn as well.
At first, the container scenario is discussed. The corresponding error plot is depicted

in Figure 34a. It is striking (but according to the technical specifications of the Velodyne
not surprising) that the standard deviation of the intra-Stixel LIDAR measurements is
constant. However, with σL ≈ 0.1m it is certainly higher than expected and we reason
this aspect by a weak calibration of the single laser beams.1
Further, it is apparent that the mean error δS increases with a square dependency. Up

to 17m it is below 0.2m and rises to 0.45m at a distance of 25m. Apparently, Stixels are
always estimated as too far away. In that magnitude, this effect is only to explain as an
aggregate of inaccuracies in the considerably complex processing chain. That includes
the stereo camera calibration, the relative calibration between the stereo rig and the
LIDAR, the LIDAR calibration itself or even the rectification step. We will discuss this
issue later in this section.
Further, up to a distance of 15m, the standard deviation of the Stixels mean error

σS lies within the 3-sigma band of σL, but increases rather strongly from there. At a
distance of 25m a standard deviation σS of approximately 0.7m is obtained, which is
considered a natural behavior. At this point it is important to note that the curve σL
for the LIDAR measurements serves as a lower bound for the Stixel standard deviation

1As a result of this evaluation, the Velodyne LIDAR was returned to the manufacturer for re-calibration.
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σS . This characteristic is reasoned by the working principle of the evaluation. Using
the LIDAR as reference implies that the obtained results cannot have a higher accuracy
than the LIDAR itself. This is because σ2

S = σ2
L + σ̂2

S applies, where σ̂S denotes the
actual theoretical but unknown uncertainty of the Stixel measurements.
Secondly, the evaluation for the non-constrained scenario with the narrow urban envi-

ronment is shown in Figure 34b. In contrast to the container scenario, it shows that the
standard deviation σL of the intra-Stixel LIDAR measurements is not constant anymore.
By ranging from 0.3m at 10m to 1m at a distance of 30m it is significantly higher than
in the plot shown in Figure 34a. In that form, that was not to be expected. However,
the reason for that is not solely the LIDAR itself, but also our claim to have a constant
distance across each Stixel. Surely, the reflectivity of the objects plays its part as well.
Summarizing, the same conclusion regarding the overestimation of the mean Stixel

distances δS is drawn. Up to 15m the mean error δS is below 0.3m and does not
exceed 0.7m at 30m range. This approximately matches the curve shown in Figure 34a.
However, the standard deviation σS increases significantly stronger with the distance.
Up to 15m it is similar to the LIDAR with σS < 1.5 · σL, but already exceeds the 3 · σL
range at a distance of 26m with 2.7m standard deviation.

16.4 Correction of Systematic Calibration Errors

The given plots indicate an interaction of multiple error sources. Even though this is to
be expected given the complexity of such vision systems, these errors appear to contain
a certain systematic component. This mainly concerns the mean error δS . Under the
assumption of a correct calibration of both the LIDAR and the stereo camera system, it
should have an approximate zero-mean error characteristic. Instead, in both scenarios,
the Stixels are estimated as too far away to a degree that is beyond expectation.
Certainly, it is not applicable to have a LIDAR running as a permanent ground truth

reference. Thus, the following strategy is used to improve the system performance. The
container sequence and its corresponding error statistic obtained with the LIDAR serve
as training input. Then, the acquired knowledge is applied to the urban street scenario,
and the evaluation procedure is started again.
Within both scenarios, the mean Stixel error δS quite precisely follows a quadratic

function of the form

fe(z) = az2 + b (85)

For the container sequence that is a = 0.000886 and b = −0.0433. Typically, such
quadratic error dependency in Cartesian space results from a disparity offset, which in
return can be explained by a squint angle offset in the calibration of the stereo rig.
According to camera setup the factor 0.000886 equals a 0.26 px disparity offset. That,
respectively, equals a squint angle error of 0.012 deg. The constant term b is considered
a remaining error in the longitudinal calibration between the stereo camera system and
the LIDAR. Though, it is considered when mapping from image to world coordinates
and vice versa.
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(a) Error curves for the container scenario after
applying the squint angle corrections to the
stereo calibration. That error characteristic
was learned on the same sequence. Conse-
quently, the mean distance error of the Stixels
has been eliminated almost perfectly.
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(b) The curves visualize the distance errors for
the road sequence after applying the squint
angle correction obtained from the container
scenario. Roughly, the error is reduced by a
factor of two. Naturally, the standard devia-
tion σL is not affected by that adjustment.

Figure 35: The given plots show the results of the evaluation with a corrected squint
angle of the stereo rig. The remaining mean error δS of the Stixel distance
measurements for the road scenario is reduced significantly. Naturally, the
noise characteristics remain unchanged.

When this correction is applied to the calibration of the container sequence, the error
curves depicted in Figure 35a are obtained. Of course, it is not surprising that the
mean Stixel error δS coincides the x-axis and thus reflects the expected zero-mean error
characteristic. Naturally, this procedure does not affect the disparity noise and therefore
does not help to reduce the standard deviation σS of the Stixels distances.

Next, the same method is applied to the scene with the parked cars using the statistics
obtained from the container sequence. The resulting error curves are given in Figure 35b.
Even though the result is not as striking as for container scenario, that procedure allows
to reduce the error δS by a factor of two. Naturally, an elimination of this error was not
to expect, since the error statistics for both sequences are clearly different.

The remaining deviation is reasoned with the higher complexity of the real-world
scenario. Despite all this, we consider a mean error δS of less then 0.4m at 30m distance
under the given environmental conditions an excellent result. For comparison, this is
quite close to the often claimed per pixel disparity standard deviation error of σd =
0.25 px.

In total, this evaluation using the LIDAR made a handful of insights apparent. Besides
showing clearly how crucial it is to have a flawless sensor calibration, applying this
method also allowed to identify and correct even slight calibration errors within the
magnitude of 0.01 deg, as for instance within the squint angle calibration of the stereo
camera system.
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Figure 36: Virtual view of the ground truth editor. Solid obstacles are inserted using
geometric primitives like planes and boxes (blue). Dynamic scene content is
included by using the tracking scheme suggested by Barth et al. (red frames).

17 Evaluation of Robustness

Within the scope of this section, the static Stixel World is benchmarked with regard to
visual detection range and robustness.
To this end, for the first aspect, a virtual 3D editor is used to create artificial ground

truth data. For this purpose, static scene content from recorded sequences is projected
into a virtual 3D view. Within that view, scene geometry is defined using basic geometric
shapes. For this step, dynamic scene content is taken into account by using the boxed-
based tracking scheme proposed by Barth et al. [16, 19]. A snapshot of the editor view
is given in Figure 36. Even though this procedure allows to extract the motion state of
the tracked object, at his point, the obtained data is only used for creating scene ground
truth data in order to test the visual range of the proposed object detection technique.
Then, for the latter aspect, robustness tests are performed to evaluate the algorithm’s

behavior regarding phantom objects. By using a large sequence data base, multiple
weather scenarios such as day and night sequences are taken into account.
To begin with, this section starts with a basic analysis of the segmentation statistics

for different scenario types.

17.1 Statistics for the Static Stixel World

Different typical road scenarios have been considered for collecting basic statistical data
of the proposed segmentation technique. This includes an urban environment, a rural
road scenario, a forest scenario and a highway sequence. All of these sequences consist of
an approximately eight minute drive and thus contribute about 12, 000 frames each. This
certainly might not be enough to be statistically meaningful, but should be sufficient for
getting a first rough impression of the algorithms behavior for different scenario types.
Note that throughout this evaluation chapter the parameter set for the static Stixel

computation is not altered, neither for adapting to different weather or other environ-
mental conditions nor for the different test setups and evaluation aspects. The chosen
system parameters are given in Table 5.
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ws σd σskyd σZ σhcam σαcam

5 px 0.75 px 0.1 px 0.3m 0.05m 0.05 rad

pgrd, objout pskyout pord pgrav pblg

0.1 0.4 0.1 0.1 0.001

Table 5: Assignments of the computational parameters. The given configuration is used
throughout all evaluations made within this chapter. For further technical
details on these parameters refer to Section 7.1 and Section 8.2.

At first, the number of segments per column labeled to object or sky is inspected.
According to the choice of the Stixel width ws, each five consecutive columns are verti-
cally segmented. For an 1024× 440 px input image this results in a segmentation of 205
columns in total. However, note that due to certain effects, e.g. occlusion as a result
of the left-right displacement of the stereo cameras, not all columns may provide valid
depth information.
The summarizing result of this test is depicted in Table 6 and the progression itself is

illustrated in Figure 37. Interestingly, with regard to the average number of object and
sky segments, the different scenarios turn out to be very similar. This is a noteworthy
aspect, since these scenarios are topologically clearly different. The standard deviation of
the number of segments is the highest within the urban district and forest environment.
However, due to the rather complex structure of these scenarios, this characteristic is
expected.

Urban Rural Forest Highway
Number of segments {o, s} per column 2.83 2.61 2.72 2.78
Standard deviation of seg. per col. 0.49 0.32 0.46 0.21
Avg. standard dev. of the disparities 2.10 0.64 0.88 2.31

Table 6: This table shows the average number of object and sky segments used per
column. Apparently, it is quite similar for the different scenarios. All in all,
the standard deviation for that measure differs only slightly. However, this is
different for the standard deviation of the single disparity measurements within
these segments.

Further, the average standard deviation of the disparity measurements within these
segments was considered. Naturally, since upright and piecewise planar surfaces are
assumed, this value is expected to be close to zero. Thus, it is striking that for urban
and highway environments this statistical measure is significantly higher than for the
rural road or the forest scenario. However, that behavior has a quite simple reason too
and results from approaching other objects closely. That, on the other hand, leads to an
inverse proportional increase of the corresponding disparities and thus increase of the
standard deviation itself.
Therefore, while for forest and rural road environments other objects are typically
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Figure 37: Average number of segments (object and sky) per column. Apparently, irre-
spective of the actual content, the different scenarios behave quite similar.
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Figure 38: Model error expressed by the average standard deviation of the disparity
measurements within the segments. Interestingly, the spikes of the dark blue
graph mostly correspond to approaching vehicles within the opposing lane.

not approached closely, that aspect is completely different for the urban or the highway
scenario. For instance, within the urban environment vehicles parking next to the road
or vehicles waiting in line at a red traffic light are objects commonly driven by closely.
The same applies for the highway scenario, where other traffic is approached during
overtaking, and certain objects (e.g. guard rails or delineator posts) come very close as
well. The corresponding graphs that illustrate the progression of the average standard
deviation of the disparity values for the discussed scenarios is depicted in Figure 38.

17.2 Comparison of Visual Detection Range
An important characteristic for object detection systems is the achieved performance in
terms of visual detection range. Hence, that issue is discussed in the following. To help
with a qualitative comparison, the obtained results are also compared to our previous and
well established Stixel computation scheme presented in [9]. The evaluation is performed
on a sequence data base that provides both good and adverse weather conditions.
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Figure 39: A 3D editor is used to create ground truth scene data by hand. The right
image shows the corresponding output. The blue walls describe static scene
infrastructure, the red boxes are used for object tracking to consider moving
objects efficiently. The right image shows the stereo-based Stixel result.

For this objective, appropriate ground truth data is required. Naturally, this is a chal-
lenging task for multiple reasons. Firstly, developing systems for real-world application
is connected with a certain requirement to test within the same environment the system
is built for. Naturally, as just discussed within the LIDAR-based evaluation section,
obtaining ground truth data for real-world scenarios is complex and time-consuming.
Secondly, environmental ground truth is strongly dependent on the definition of an

obstacle, which on the other hand depends on the targeted application. For example,
for certain tasks (e.g. consider lane keeping assistance) it is crucial to detect obsta-
cles as small as curbs, while other tasks (e.g. emergency braking) have clearly different
requirements.
For the evaluation, our decision is to characterize such scene content as an object that

either poses an imminent threat to the driver and persons involved, or that would cause
severe vehicle damage on impact. Since the proposed Stixel representation describes
objects using vertically layered models, small obstacles (such as curbs) are not in our
focus and are thus not taken into account.
For each sequence within the data base the corresponding ground truth data is created

by hand. For this step, the static scene content within each sequence is mapped into a
unified virtual view. Then, that view is used to manually create obstacles using simple
geometric primitives. Dynamic scene content is incorporated by object tracking. For
this purpose, the vehicles are initially selected by hand and then tracked automatically
throughout the sequence using the vehicle tracking approach proposed by Barth et al. [16,
19]. Pedestrians, in that context, are modeled as static obstacles. That approximation
is considered to be sufficiently accurate for the given task and the chosen scenarios. For
each frame of the sequence the modeled objects are used to extract a ground truth Stixel
representation. An illustration of that process is given in Figure 39.
Finally, a particular ground truth Stixel is considered as detected if a corresponding

Stixel is computed from the input images (true positive). Therefore, both Stixels have to
be within a depth-range of ±1m or ±3 px disparities. Otherwise, the object is considered
as missed (true negative). For both weather types 10 sequences with 250 frames each
were used. The results are depicted in Figure 40. In this illustration, the goal is to have
a detection rate close to one.
Apparently, for both weather types, the approaches are equal at close distances. How-

ever, with an increasing visual range, the unified (and hypothesis-based) scheme shows
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Figure 40: This figure compares the two Stixel computation approaches in terms of vi-
sual range. This comparison is split into sequences associated to good and
bad weather. Both methods are equal at close distances. However, with an
increasing range, the unified scheme shows significantly better results than
the occupancy grid based scheme.

significantly better results than the depth map based approach. For good weather, the
detection rate is within the range of good 90 percent. Under poor weather conditions,
however, it drops to about 83 to 75 percent depending on the distance of the objects to
the stereo camera rig.

17.3 Occurrence of False Positives

Compared to the classic approach, using the unified scheme allows to improve the visual
range significantly. In fact, that increase of performance is reasoned with a higher
sensitivity of the proposed method compared to the classic scheme. However, a higher
sensitivity is likely to lead to false positives, so called phantom object detections.
Consequently, to draw a meaningful conclusion, it is necessary to take that matter

into account as well. A false positive is defined as an object detection that cannot be
associated to an actual object in the real world. Typically, those occur on sensor failures,
atypical events (such as wipers crossing the windshield), or adverse weather and lighting
conditions. A few examples for such scenarios are depicted in Figure 41.
According to our personal, human impression, in their present state both approaches

already are quite fail-safe and robust. Therefore, only using those 20 sequences as within
the previous section will not be sufficient for obtaining meaningful and reliable statistics.
Furthermore, especially for the occurrence of false positives, a more precise differentiation
with regard to the considered scenarios is desirable. Thus, the evaluation will cover the
following aspects: Daytime, Night, Rain, Heavy Rain and Snow.
As a consequence of the large amount of data, it is neither practical nor expedient

to create ground truth data manually. Instead, a different strategy is chosen. Since no
collision occurred while recording the sequences, it is most likely that the space in front of
the vehicle is free of obstacles. The vehicle’s driven path through the three-dimensional
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Figure 41: A virtual driving path (dark blue area) is computed from the vehicle’s odom-
etry information to automatically detect false positives (phantom Stixels).
Object detections within the driving corridor are considered as false detec-
tion (marked in red) if they are not supported by the RADAR sensor.
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Figure 42: This plot shows the false positive rate in comparison for both Stixel com-
putation schemes. That measure computes from the ratio of the number of
frames with false detections to the total number of frames. Apparently, the
unified approach is more susceptible to that matter.

scene is reconstructed by looking ahead the odometry information (velocity and yaw
rate) from the recorded sequence. In case of having a leading vehicle, the actual free
space is determined using an independent RADAR sensor (Continental ARS300 long
range RADAR [188]). In this process, the integrity of the RADAR is not questioned.
For a better understanding, exemplary virtual driving paths are visualized in Figure 41.
All Stixel observations that fall into the driven path are considered to be false detec-

tions. Surely, by just taking that area into account, large amounts of information are
discarded. However, following that strategy allows to process many sequences without
the need for human inspection or interaction. In return, that gives the opportunity to
evaluate very large sequence data bases with low effort. Hence, for the evaluation, each
scenario type was considered with about 200 sequences consisting of approximately 250
frames each.
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Figure 43: Evaluation of false positives characteristics. About 75 % of them consist of
five Stixels or less. More than 95 % of all false positives have a lifetime of less
than four frames. A few typical examples are depicted in Figure 41.

Finally, the false positive rate is computed. It corresponds to the ratio of the number
of frames exhibiting object detections within the computed driving corridor and the total
number of frames. The evaluation results are depicted in Figure 42.
Apparently, in terms of robustness, the classic approach outperforms the new one by

lengths. Nevertheless, to put things into perspective, a few explaining words are required.
Firstly, the unified scheme allows for multiple object segments along every column. As
a result from partly strong disparity noise in low-textured areas (such as sky or road) it
occurs that small obstacles hover above the road. Even when the evaluation is limited
to Stixels with a base point beneath 2m in height, that effect occasionally leads to
implausible object registrations within the driving path. The classic approach, on the
other hand, only extracts the first obstacle row that starts at the end of the freespace
which does not necessarily correspond to the closest obstacle.
Secondly, the classic approach applies a few but significant thresholds and low-pass

filters. This mainly relates to the question of when and how measurements are registered
into the occupancy grids. For instance, disparity measurements with a height below
0.25m are typically discarded for this step (for further details see [10]). As a consequence,
noise on the ground surface has almost no effect for the reconstruction result. Now one
can argue that this is a good property. However, at the same time, the reconstruction
of small obstacles such as high curbs or pylons is strongly restricted.
In terms of this evaluation, another important aspect concerns the spatial and tempo-

ral characteristic of false detections. Thus, in the following, these aspects are highlighted
with more detail.
At first, the number of connected phantom Stixels is analyzed. In Figure 43a it is

shown that about 75 % of all false positives consist of five Stixels or less. Accordingly,
false detections emerge as relatively small objects.
Secondly, the temporal characteristic of false positives is targeted. To proceed with
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this objective, the following (pessimistic) strategy is suggested: Upon a false detection,
the corresponding Stixel is projected into the next time step by using the vehicle’s ego-
motion information. In this process, the Stixel is assumed to represent a static obstacle.
Then, if within a spatial range of 2m around that projected Stixel another false detection
is registered, those two detections are considered as temporarily related.
The corresponding result of this test is presented in Figure 43b. Accordingly, about

68 % of all false detections relate to singular events, and more than 95 % have a lifetime
of three frames or less. Thus, it is deduced that the temporal occurrence of false positives
is quite sporadic. With respect to object tracking that means that more than 95 % of
falsely tracked objects are discarded within the first three frames of their lifetime.
Note that a very similar characteristic is observed when performing the same test for

the occupancy grid based Stixel approach. Hence, these results are applicable for the
classic computation scheme just as well.

18 Evaluation of the Trackers and Optical Flow Methods
Within Section 13 different Stixel tracking strategies have been presented. For this
reason, the current section aims to evaluate their performance and the quality of the
estimated motion states.
In terms of the object tracking, a core aspect is the computation of the Stixel dis-

placement between the images of two consecutive time steps. For that task, Section 13
discussed multiple approaches that differ with respect to their technical prerequisites,
their scope of action to combine the optical flow computation directly with the actual
tracking process, and their computational effort. Thus, we will investigate how those
strategies perform for different scenarios. Additionally, for the proposed patch-KLT
method (see Section 13.5) different parameter variations are tested in order to deter-
mine a good choice for the size of the feature patches.
Hence, for the evaluation we proceed as follows. At first, the Stixel tracking is tested

in stationary environments that contain no moving objects. Even though our own car
is moving, the objective is to detect that the environment remains static. This strategy
is straightforward and can be carried out quite easily. Secondly, robotic vehicles are
used. Those are equipped with high-precision inertial measurement units that output
a highly accurate motion state. Subsequently, that sensor data is used as ground truth
data for the evaluation process to judge the accuracy of the extracted motion state and
to test the response of the filter systems. Thirdly, a non-restricted open-road scenario
is considered. Two vehicles participate in that scenario, one that drives ahead and one
that follows. Using both the vehicles’ inertial motion sensors and RADAR technology
allows to obtain valuable reference data.

18.1 Static Environments
For the first test, a static environment represented by a narrow street with cars parked
on both sides is chosen. That environment contains no further moving objects. Conse-
quently, the expectation for the motion state of all tracked objects is to have no velocity.
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(a) Correct estimation of the environment to consist of static objects only. Thus, all Stixels are
drawn with a white coloring which denotes a velocity close to zero.

(b) Three typical sources for velocity errors during tracking within static environments are
illustrated. The left figure shows a reflecting surface, the middle figure shows a jump in
depth, and the third figure shows difficulties with motion estimation at large distances.

Figure 44: Color visualizes motion. Ideally, all static objects should have a white coloring
with zero velocity. When driving through static environments, that issue is
used as a quality rating for the different tracking schemes. Figure (a) shows
a good example, Figure (b) shows typical sources of error.

A snapshot of that sequence is depicted in Figure 44. The scenario was recorded several
times while driving at different speeds. That includes an ego-motion velocity of 4, 8, 14
and 20 m/s.
For estimating the optical flow between consecutive time steps the Census-based fea-

ture flow proposed by Stein et al. [196], the dense TV-L1 based optical flow scheme
proposed by Müller et al. [161], the KLT-based feature tracker proposed by Tomasi et
al. [214] and our patch-KLT method were used. For the latter, a patch size of 40× 16 px
(width×height) was chosen. According to our experiments, this patch size turned out to
yield the best performance. Nevertheless, an additional benchmark for different patch
sizes is shown later in this section.
The results for the static environment are depicted in Figure 45. On the left side, for

rating the tracking performance of the individual tracking schemes, the mean absolute
velocity of all tracked Stixels is computed. Depending on the ego-velocity of the test
vehicle, each sequence contributes 300 to 1, 000 frames. The evaluation is limited to a
distance of 40m to suppress unwanted influences of perspective effects.
Secondly, the figure on the right side depicts the resulting errors in estimating the

object velocities depending on the depth of the Stixel. For this purpose, the patch-KLT
method is used. The test is performed for all ego-velocities.
Apparently, for the considered setup, the different optical flow schemes are evenly
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Figure 45: Direct comparison of the four different tracking schemes. Ideally, the mean
absolute velocity should be zero. The quality of the optical flow measure-
ment plays a significant role in that process. Thus, depending on the used
optical flow scheme, that goal is reached more or less well. However, for the
considered static urban environment, the differences are rather small.

matched, such that there is no clear winner. Depending on the driven speed it is shown,
that the mean velocity errors of all schemes rise with a linear characteristic. Yet, in
reference to the total system complexity, that error is relatively small and lies between
6% and 8% of the driven ego-velocity. The depth dependent velocity errors also show an
approximate linear increase with the distance. The obtained error curves seem plausible
and match with our expectations.
Altogether, the good performance of the investigated techniques is reasoned in the

fact that the considered scenario is relatively simple. Thus, by changing to a highway-
like environment, a more challenging scenario is taken into account. It features neither
cars nor moving objects but has guard rails on both sides of the road. Naturally, due
to their repetitive patterns, guard rails are likely to cause problems for the optical
flow computation when driving along in parallel at high speeds. These problems are
widely referred to as the aperture problem or the blank wall problem [39, 139, 212]. A
phenomenon that, in reference to object tracking, is typical for that effect is illustrated
in Figure 46. To increase the degree of difficulty of the evaluation additionally, the ego-
velocity is slightly increased. Thus, the scenario is driven at the speeds of 8, 14, 20, 28
and 36 m/s.
Besides that, when looking at Figure 46a, another important aspect becomes obvious.

Problems within the optical flow estimation can lead to holes within the line of Stix-
els covering the guard rail, which is typically caused by missing or faulty optical flow
measurements. Therefore, in order to draw a more practical conclusion, the performed
tests will supplementary include the completeness measure for the guard rail. This ratio
is determined using the method proposed in Section 17.2. The corresponding evalu-
ation results are shown in Figure 47. Depending on the driven speed, each sequence
contributes approximately 250 to 600 frames.
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18 Evaluation of the Trackers and Optical Flow Methods

(a) Unreliable optical flow estimates on guard rails lead to wrong Stixel velocity esti-
mates. Additionally, the guard rail is not covered completely.

(b) In contrast, successful optical flow computation allows to obtain correct Stixel ve-
locity estimates. The rails is covered much better.

Figure 46: A precise optical flow estimate is essential for estimating the Stixel motion
state reliably. Especially for structures that suffer from aperture problems at
high ego velocities, this is a very challenging task. Therefore, that matter is
exemplified by means of a guard rail scenario.
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Figure 47: This figure shows the results of the performance evaluation for the different
tracking strategies using the guard rail scenarios. The left figure denotes the
remaining mean absolute velocity for the different driven vehicle speeds (8,
14, 20, 28 and 36 m/s). Correspondingly, the right side denotes the achieved
completeness measure of Stixels covering the guard rail.
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Contrary to the previous test, the highway environment reveals severe differences
between the tracking techniques. Depending on the particular tracking procedure, the
velocity estimates as well as the detection rates vary noticeably. The best trade-off
with respect to a low velocity error and a satisfying completeness measure is achieved
by using the proposed patch-KLT procedure or dense TV-L1 optical flow as proposed
in [161]. Altogether, those two schemes are evenly matched. In contrast, the point
feature based KLT method and the Census-based optical flow tracking scheme have
serious difficulties with estimating the velocity correctly. The sparse KLT method yields
a good completeness ratio, but its mean absolute estimated velocity is unacceptably high
when driving faster than 14 m/s. Even though the Census-based feature flow performs
slightly better, the achieved velocity estimate is still not good enough to be used in terms
of our objectives. Also, that tracking scheme has severe problems regarding the detection
rate. Thus, when going 14 m/s or faster, that ratio drops below 75% completeness rapidly.
The good performance of the TV-L1 based optical flow is reasoned by the fact, that

for every image the assumption of the world to remain static is used as a weak but
apparently effective regularization prior for the optical flow estimation. Additionally,
the globally optimizing characteristic supports to find a solution that is smooth and
thus supports our world model too.
With regard to the patch-KLT, things are quite similar. The used tracking scheme

makes strong use of the Kalman filter prediction as a feed-forward signal. This clearly
helps to resolve textural ambiguities of the tracked structures. Now, even though the
sparse feature based KLT technique allows for the same procedure, things behave a little
different here. For our understanding, the weak performance of the sparse KLT method
(as we have used it for this test) results from not considering the change of scale for the
feature patch. Thus, even though the Kalman filter system initially predicts the optical
flow vector to the right position, the rigid feature patch and the ambiguity of the guard
rail texture effects for the estimate optical flow vector to crawl back to the feature’s
position within the last frame.
Last but not least, for the static environments, the highway scenario is used to com-

pare the performance of the different feature sizes for the patch-KLT method. For
this purpose the following five configurations have been chosen: 15 × 9 px, 25 × 13 px,
40×16 px, 60×75 px and 75×30 px (width×height). At this point we remind, that using
a disproportionately large feature patch does not necessarily lead to bad consequences
for the tracked object (e.g. foreground fattening [184]). That aspect is accounted for by
balancing the influence of each pixel using a disparity weight. Pixels that have a depth
similar to the tracked object are weighted higher than those that lie in the background.
For all tested variants, the remaining parameters of the algorithm are left the same. The
corresponding results are depicted in Figure 48.
Up to an ego-velocity of 20 m/s the estimated mean absolute velocity do not differ at

all. They increase equally from 0.8 m/s error at 8 m/s driven speed to 1.2 m/s error at
driven 20 m/s. However, starting from there, the tracking performance of the different
configurations begin to differ noticeably. Interestingly and contrary to our initial expec-
tation is, that the obtained error does grow with the size for the feature patches. Yet
again it has to be considered, that a plausible performance rating can only be made
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Figure 48: Performance comparison resulting from using different feature sizes for the
proposed patch-KLT tracking method. Up to 20 m/s, the differences are in-
significant. For higher ego-velocities a bigger patch size does not necessarily
lead to a more precise motion estimate. However, larger patch sizes help to
yield good detection rates. According to our experience and our test setup,
the 40× 16 patch size is the best performer.

when looking at the detection rate at the same time. Here, it is exactly the other way
around, such that a large feature size is helpful to obtain good detection rates.
As a consequence, from our point of view, the best trade-off between small velocity

errors and detection rate is achieved by using 40× 16 px feature patches.
The linear increase of the motion estimate error that has been observed during all tests

is mainly reasoned by weaknesses in the calibration of the sensors including the stereo
camera system and the vehicles’ inertial motion sensor. In addition, given the high overall
system complexity makes it difficult to detect and exclude systematic programming
errors.

18.2 Robotic Scenarios

The following section aims to evaluate the quality of the estimated Stixel velocity for
moving objects with available ground truth motion data. For this task, remote con-
trolled vehicles are used that allow for driving predefined maneuvers repeatedly with
high precision. To this end, they are equipped with a high-precision inertial measure-
ment unit (IMU). In our case, two iMAR iTrace-RT-F200 [107] IMUs are used. These
military-grade devices use differential GPS and fiber optic gyro technology to yield a
highly accurate motion state. One IMU is attached to the robotic vehicle and the other
one is attached to the testing vehicle that also carries the stereo camera equipment.
The sequence recording was done on an open surface to guarantee availability of GPS
satellites. The used stereo rig consists of two cameras that have a base line of 20 cm and
a resolution of 1024× 334 px. Note that the base line is noticeably smaller than for the
LIDAR experiments.
For the experiments, two sequences were chosen. The first one shows a robotic vehicle
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(a) A robotic vehicle is passing from left to right. Reflections on the windshield cause bad depth and
optical flow measurements. Thus, not all parts of the vehicle are tracked reliably.

(b) Sequence of an approaching robotic vehicle. That vehicle starts at a distance of approximately
60m and closely passes our vehicle to the left.

Figure 49: Robotic vehicles are used to obtain precise ground truth motion data. That
data is used for testing the Stixel Kalman filter systems. The corresponding
quantitative test results are shown in Figure 50.

passing our sight from left to right and the other one shows a vehicle moving straight
towards our position. Snapshots of both sequences are shown in Figure 49.
The test results for both scenarios are depicted in Figure 50. The given graphs show

both the estimated velocity and the estimated distance to our test vehicle. The vehicle’s
motion state is computed using a robust mean velocity of all Stixels that correspond to
the vehicle.
The results for the left-to-right scenario are straightforward. For this test, the robotic

vehicle moves with a constant velocity of approximately 5.5 m/s. Up to the end, when the
robotic vehicle increases its distance to our test platform, the velocity estimate starts to
pulsate within the range of ±1 m/s. However, that has only little effect on the estimated
distance. The corresponding curve for the distance measurement is increasing smoothly.
The second scenario is challenging despite its simple arrangement. That is because

the robotic vehicles approaches from a large distance at which the Kalman filters do
not converge that easily. Hence, the motion trackers have to stabilize within a range
that pushes the stereo-based system to the limit. Even though the vehicle is detected at
60m distance (see the corresponding plot), the motion estimate does not build up until
a distance of approximately 40m is reached. Certainly, a larger base line of the stereo
rig would help to yield a larger range.
A few extra words are required for explaining a minor, otherwise misleading effect.

For both test cases, the distance measurement shows a small offset between the ground
truth data and our results. However, that offset is not necessarily an inaccuracy in our
vision system but is primarily reasoned by the fact that the ground truth distance to the
testing vehicle is measured to its front. So, for instance, at the end of the left-to-right
scenario, the car moves away from our position. As a result, the Stixels are representing
its rear but not its front bumper. Hence, the deviation between ground truth and our
measurements is also due to the length of the robotic vehicle.
For the last robotic vehicle test the filter response is highlighted. For that purpose,

the Kalman filter system is reset every two seconds (50 frames).
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Figure 50: Velocity and distance estimate for the tests with robotic vehicles are shown.
Using high-precision IMUs and DGPS for these platforms allows to use their
location and motion for ground truth comparison. The given plots are the
corresponding results to the scenarios visualized in Figure 49.

Robotic Vehicles, Ground Truth Comparison, Filter Response
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Figure 51: These results are obtained from resetting the tracking module every two sec-
onds (i.e. 50 frames). The curves show the Kalman filter response. Adapting
to lateral movement (left-to-right scenario) is done within a few frames. In
contrast, longitudinal movement requires significantly more frames.
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The resulting velocity plots are depicted in Figure 51. It is shown, that the chosen
Kalman filter configuration is capable to adapt to lateral movement (e.g. left-to-right
scenario) much faster than to longitudinal movement (e.g. approaching vehicle). That
is reasoned by the fact that the capability of the stereo camera with respect to lateral
movement (angular resolution) is significantly higher than for the distance measurement.
Improving the convergence speed of the filter system to longitudinal movement can be
achieved in different ways. For example, the measurement variance of the filter system
can be reduced. However, doing so would result in gaining much more noisy motion
estimates on static objects. Alternatively, a better filter initialization can be performed,
for instance by using RADAR information. Though, doing so implies that the RADAR
has already detected the object properly before the stereo camera does.

18.3 Real-World Ground Truth

At last, with the objective to rate the precision of the Stixel motion estimate in a real-
world experiment, a common non-artificial open-road environment was chosen. Two
vehicles participate in that scenario, one that precedes and one that follows. Equipped
with the stereo camera system in the following vehicle, the goal is to estimate the motion
state of the leading vehicle using the proposed Stixel tracking scheme and to compare
the extracted information to reference data. Similar to the previous test, the motion
state is computed from the Stixels that correspond to the vehicle.
Since our testing vehicle is keeping pace with the leading vehicle, that scenario allows to

test for high velocities and dynamic ranges. Thus, in addition, for making the evaluation
as meaningful as possible, the selected road course is serpentine and the leading vehicle
performs alternating acceleration and braking phases. For this test a camera pair with a
resolution of 1024× 440 px and a base line of 23 cm was used. To warrant reliable stereo
information, the calibration was carefully counter-checked, especially for yaw and squint
angle offsets.
Reference motion data for the leading vehicle is obtained by following two different

strategies. At first, the inertial motion sensor (IMS) data of the leading vehicles is
recorded. For this purpose, the vehicle’s standard OEM sensors are used.
Secondly, the rear vehicle is equipped with a RADAR unit (Continental ARS300 long

range RADAR [188]), the same one that was already used for the false positive analysis
in Section 17.3. That RADAR unit delivers a location and a velocity estimate for all
detected objects.
An illustration of that sequence is shown in Figure 52. The recorded sequence has

a duration of approximately 140 seconds (3, 500 frames). Figure 53a shows the direct
comparison of the leading vehicle’s estimated motion state to the sensor units (IMS
Leading and RADAR). Further, the ego-motion sensor data of the following vehicle
is shown as well (IMS Recording). Note that both vehicle motion sensors have been
calibrated to avoid negative effects from ego-velocity errors.
Apparently, the three curves for the Stixel motion estimate, the RADAR information

and the IMS sensors coincide very well. Therefore, for a better interpretation, the actual
differences are plotted in Figure 53b. Additionally, Table 7 gives a brief summarizing
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18 Evaluation of the Trackers and Optical Flow Methods

Figure 52: This figure shows a selection of images from a real-world sequence used for
performance evaluation. The motion state of the leading vehicle is estimated
using the Stixel-based tracking scheme and compared to reference data. For
this purpose, the leading vehicles inertial motion sensors are used and the
following vehicle is equipped with a RADAR unit.
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(a) Direct comparison of the estimated velocity of the leading vehicle to the RADAR unit and the
leading vehicles inertial motion sensors. Apparently, these three curves coincide quite well. Thus,
to allow a better comparison, a differential view is given in Figure 53b. The dotted line denotes
the velocity of the following vehicle. It is delayed to the leading vehicle a few seconds.
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(b) This figure visualizes the difference between the Stixel motion estimate to the reference sensors as
well as the difference of the reference sensors themselves. All curves oscillate around zero which
indicates a mean-free characteristic. A summarizing view on this evaluation is given in Table 7.

Figure 53: The illustrations show a comparison of the Stixel-based vehicle motion esti-
mate to reference sensor data. The upper figure gives the direct comparison,
the lower one shows the differential sensor behavior.
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Evaluation

overview about the most significant statistics. In total, both reference sensors validate a
mean difference to the Stixel motion estimate of 0.14 m/s or better, while the correspond-
ing standard deviation is 0.42 m/s or less. The IMS and the RADAR sensors evince a
mean deviation of 0.044 m/s and a standard deviation of 0.29 m/s. Hence, the Stixel-based
motion estimate performs in an error-range of the same magnitude. From this point of
view, the obtained results are very encouraging.

Direct Velocity Comparison Velocity Difference Between the Sensors
Stixel RADAR IMS Stixel− IMS Stixel− RADAR IMS− RADARS
µStixel µRADAR µIMS µStixel−IMS µStixel-RADAR µIMS−RADARS

16.25 m/s 16.11 m/s 16.15 m/s 0.09 m/s 0.14 m/s 0.044 m/s
σStixel σRADAR σIMS σStixel−IMS σStixel-RADAR σIMS−RADARS

4.67 m/s 4.62 m/s 4.55 m/s 0.37 m/s 0.42 m/s 0.29 m/s

Table 7: The table gives a summarizing view on the extracted motion state of the leading
vehicle using the Stixel-based tracking approach. The RADAR sensor unit as
well as the inertial motion sensors of the leading vehicle are given too. The
right table allows for a differential comparison of the different sensors.
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Application of the Stixel World

In order to optimize available computational resources and to yield a structured and
well-arranged architecture for the vision system, we consider the Stixel World as the
ideal basic building block. Accordingly, the Stixel World found successful application
within various different vision algorithms. For this reason, in the following, exemplary
vision algorithms that rely on Stixels are sketched and the respective motivation and
benefits for using Stixels in this process is discussed briefly.

19 Vehicle Tracking Using Dedicated Motion Models

In [16], Barth et al. have presented a technique for tracking vehicles in urban environ-
ments. By using a sophisticated vehicle motion model, their tracking scheme not only
estimates the location and velocity, but also the acceleration, orientation as well as the
yaw rate for three-dimensional, ideally box-shaped objects. The initialization trigger
for their algorithm is obtained from using 6D-Vision [66, 176] point features. For up-
dating their Kalman filter system with new measurements, the authors process sparse
KLT-feature tracks and access dense stereo directly to avoid effects from filter cascades.
The initial scheme of Barth et al. exhibits two critical points. The first relates to

the box initialization phase, where it is essential to have a reliable initial box alignment
for the newly tracked object. The second point concerns the tracking process itself.
Here it is important to continuously update the filter with reliable pose information in
subsequent tracking steps for minimizing instabilities in the vehicle motion model.
Accordingly, in [18], we have proposed to rely on Stixels in order to aid the track-

ing process with both tasks. The illustrations shown in the following are provided by
courtesy of Alexander Barth.
At first, the initialization step is discussed. Initially, Barth et al. [16] uses 6D-Vision

point features to detect and isolate vehicles. The object’s dimensions itself are given
by fixed control parameters. However, that strategy runs the risk to yield misplaced or
wrongly oriented boxes, such as the white-framed box to the right in Figure 54.
For this reason, we extend the object tracking initialization with an additional pose

refinement step. To this end, Stixels are grouped to clusters using basic spatial criteria.
Then, these clusters are probed for L-shape structures [233], where one side corresponds
to either the front or the rear and the other side corresponds to one of the vehicle’s
long sides. The obtained surface pair is used to adjust the box to the three-dimensional
shape of the vehicle. For clarity, that issue is explained visually in Figure 54. Results of
the proposed procedure are presented in Figure 55. For the given misfitted example, the
orange box in both Figures shows the realigned version. Obviously, it fits the observed
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Application of the Stixel World

Figure 54: The orientation parameters of the box-shaped vehicle model are illustrated.
For the tracking process to work properly it is important to have a precise
initial alignment of that box to the vehicle. For this purpose, Stixels are used.
They are tested for L-shapes, such that one side denotes the front/rear view
of the vehicle (green), and the other side (blue) denotes the side view.
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19 Vehicle Tracking Using Dedicated Motion Models

(a) 6D-Vision result. The arrows
show the predicted feature po-
sition in 1 second.

(b) Clustered Stixel representa-
tion used to constrain the
bounding box orientation.

(c) Resulting object box with lo-
cation, orientation as well as
motion and yaw rate estimate.

Figure 55: Different data representations of the vehicle tracking algorithm. The left
image shows 6D-Vision features. They serve as initialization input for the
vehicle tracking process. The middle picture shows the Stixel representation
that is used for improving the pose alignment of the tracked box. The final
tracking result with the predicted driving corridor is shown on the right.

vehicle much better. The Stixels span the complete object and thus reach a substantial
amount. Of course, with an increasing distance, the availability of Stixels decreases.
Nevertheless, this method has proven to be reliable and robust.
Secondly, to profit from the Stixel representation for the tracked object in subsequent

images (e.g. when the tracked object approaches), the L-shape information is also consid-
ered during the vehicle’s motion estimation process. For this purpose, it is incorporated
as direct measurement for updating the estimate of the vehicle’s rotation point and ori-
entation during the tracking phase. At this point, it is not expedient to go into detail
without thoroughly explaining the motion model of the vehicle and the used Kalman
filter design at the same time. Hence, please refer to the corresponding publications for
more detail on that part [15, 16, 18, 19].
For testing the effectiveness of our approach, we compared the proposed initialization

method to two alternative strategies, namely an initialization that uses a RADAR sen-
sor unit (Continental ARS300 [188]) as well as the original 6D-Vision [66, 176] based
technique. To this end, robotic vehicles are used that are equipped with high-precision
inertial measurement units and thus allow to obtain ground truth motion data (for details
see Section 18.2). These vehicles are moving towards our position. Then, the distance is
registered at which the stereo vision based vehicle tracker of Barth et al. is successfully
initialized for the first time on these vehicles. For this evaluation a set of approximately
130 Sequences was used. The corresponding results are depicted in Figure 56.
It is shown that the Stixel and the RADAR based scheme are equally matched (with

slight advantages for the RADAR). According to this test, first tracker initializations
are registered at a distance of about 65m and 90 percent of all vehicles are detected at
50 m distance. Latest at about 40m all vehicles have been successfully tracked when
initializing the tracker with either Stixels or the RADAR sensor.
In this comparison, the 6D-Vision based initialization technique falls behind a little.

Even though the first tracker initializations are also made at about 60m, the 90 percent
barrier is not reached until a distance of 40m. Finally, for successfully tracking all
vehicles, those even had to approach up to a distance of about 20m.

115



Application of the Stixel World

Figure 56: For the vehicle tracking to work reliably different methods have been tested,
namely 6D-Vision, Radar, and Stixels. They are compared by means of the
distance at which the tracker is successfully initialized. Thus, a higher dis-
tance value is equivalent to a better performance.
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20 Classification of Vehicles

Figure 57: A selection of rear and front views of cars. The objective of this work is to
selectively create hypotheses for their efficient classification.

(a) ROIs computed using a stereo-based approach. (b) Stixels are used for creating ROIs.

Figure 58: Two different methods for ROI generation are compared visually. The stereo-
based scheme creates a significantly higher number of ROIs that are scattered
throughout the scene. In contrast, the Stixel-based scheme is more selective
in that manner. Even though relying on Stixels means testing significantly
less hypotheses, our tests will show that using the smaller set allows to yield
better classification results.

20 Classification of Vehicles
In the following, a Stixel based approach for classifying front and rear sides of vehicles
is presented. For this purpose, the Stixel representation is used in terms of control of
interest for creating sets of two-dimensional box hypotheses. A typical selection of such
views on vehicles is given in Figure 57. Compared to a straightforward stereo-based
scheme for extracting regions of interest (ROIs), we show how using Stixels allows to
noticeably improve the performance of the classifier. At the same time, the required
computational effort is reduced significantly. The illustrative material used in the fol-
lowing is provided by courtesy of Matthias Hummel. Note that our approach is related
to the work of Mitzel et al. [149] who have proposed a ROI generation scheme for a
classifier with fixed time budget constraints.
For the classification architecture we choose a combination of a neural net with local

receptive fields (NN/LRF) [227]. The classification itself is taken care of by using a linear
support vector machine (SVM) [47, 217]. Naturally, performing the actual classification
step is computationally expensive. Therefore, it is our goal to keep the number of testing
hypotheses as small as possible. Yet, of course, dismissing a lot of hypotheses in advance
bears the risk to discard potentially good ones. That on the other hand can lead to an
unsatisfactory detection rate.
A widespread approach for the ROI extraction task is to scatter box hypotheses across

the scene while using stereo data to test for sufficient object evidence. Exemplary for
this strategy, we rely on a scheme closely related to the technique proposed by Keller et
al. [111]. To this end, a stereo-based weight is computed for each box in a correlation-
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(a) Filtered classification result with 80% confi-
dence. Partially, multiple ROIs match for the
same object and therefore overlap.

(b) Result after applying non-maximum suppres-
sion to the raw classifier result. Mainly single
boxes remain for every detected car.

Figure 59: The left figure shows the classification result of the ROIs. Typically, multiple
boxes represent the same car. Thus, the boxes are fused using non-maximum
suppression. The final classification result is shown on the right side.

like fashion. This weight is considered to decide whether that particular ROI is used for
classification or not.
Alternatively, we suggest to follow a different strategy. The novelty in that context is

that Stixels are used to decide where these hypotheses are to be spread and where not.
For this purpose, both the position within the image as well as the depth of the Stixel
are taken into account. Since the used classification scheme has proven to be sensitive
to not having the vehicle aligned perfectly within the box (especially with respect to the
lower end of the vehicle), every ROI is instantiated multiple times with a small vertical
offset. A visual comparison of both techniques is shown in Figure 58. It clearly shows
how the stereo-based ROIs are widespread while the Stixel-based ROIs are instantiated
very selectively.
Optionally for our method, instead of directly proceeding with the obtained Stixel

ROIs, a more sophisticated filtering approach is chosen. Here the boxes are pre-selected
by following two different basic strategies. For the first one, the real height values of all
Stixels within the box are averaged. Given that the obtained value is above a certain
threshold, that ROI is left out for the classification step. For the second test, the Stixels
within the box are checked for left-to-right symmetry (which is related to the proceeding
of [118] or [203]) and those that fail a given symmetry criterion are discarded for the
classification as well.
Finally, the image along with all remaining ROIs is handed to the classifier. An

exemplary classification result for the illustrated scenario is depicted in Figure 59a. In
a post-processing step spatially overlapping boxes are fused by using non-maximum
suppression. This step also allows to improve the localization precision of the box itself.
The final result is shown in Figure 59b.
For evaluating the discussed ROI techniques, an urban sequence consisting of ap-

proximately 3, 000 frames was used. For obtaining ground truth information about the
vehicles, the data set was annotated manually. The implementation of the classifier’s
processing pipeline is a variant of [56, 179]. Note that the required computational effort
increases linearly with the size of the ROI set.
The average number of ROIs generated per frame when using the different ROI extrac-
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21 Segmentation and Reasoning

ROI Extraction Method Average Number of ROI
plain stereo 5897
Stixel only 1084

Stixel + Height 514
Stixel + Symmetry 594

Stixel + Height + Symmetry 370

Table 8: The number of ROIs directly determines the computational effort of the classi-
fier. Thus, the average number of ROIs generated per frame using the different
techniques is given in a comparing overview. Using Stixels helps to reduce their
total number significantly.

tion techniques is compared in Table 8. Accordingly, for the Stixel-based ROI extraction
scheme, the number of considered ROIs is up to 16 times smaller, which consequently de-
creases the computational effort by the same factor. Details on the underlying evaluation
strategy are found in [55].
The actual classifier performance for the different configurations is illustrated in Fig-

ure 60 in form of its receiver operating characteristic (ROC). Apparently, all Stixel-based
approaches outperform the stereo-based ROI generation method indisputably. Given a
detection rate of 90%, using Stixels with heights and symmetry filtering yields a false
positive rate of approximately 0.025 occurrences per frame. The stereo-based ROI vari-
ant, on the other hand, yields about 0.3 false positives per frame. Thus, the Stixel-based
scheme performs about 10 times better than the stereo-based ROI approach. Alterna-
tively, the other way around, when aiming for a false positive rate of 0.1 per frame, the
Stixel-based approach yields a detection rate of 94% while the stereo-based ROI scheme
only reaches 49%. Given that the set of hypotheses has been reduced significantly, this
is a very promising result.
In comparison, the other methods (i.e. Stixel ROI only, Stixel ROI with height filtering

as well as Stixel ROI with symmetry filtering) lie in between the other two techniques.
That relates to both their classifying performance and the required computational effort.
In total, the obtained results are very promising.

21 Segmentation and Reasoning

As discussed in the evaluation Section 18, a reliable estimation of both moving objects
and stationary environment is a challenging task. Occasionally, Stixels representing
static obstacles are estimated as moving and vice versa. These difficulties become par-
ticularly visible for regular structures, such as for those that exhibit repetitive patterns
or are in parts not textured at all (e.g. reinforced concrete walls).
However, even if the motion estimation is successful, the obtained representation by

default does not evince semantic relations between the individual Stixels. Thus, deciding
which of those actually belong to the same moving object and which belong to stationary
background requires further processing of these data.
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Figure 60: Receiver operating characteristic (ROC) for the different ROI generation tech-
niques. Apparently, he reduction of the number of hypotheses does not lead
to a performance breakdown of the classifier. Instead, using Stixels for ROI
extraction allows to increase the classifier’s performance up to a factor of ten.
Simultaneously, the computational effort is reduced significantly (for details
refer to Table 8).
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21 Segmentation and Reasoning

Figure 61: Segmentation of Stixels into moving objects (orange boxes) and stationary
background according to the probabilistic method provided by Friedrich Erbs.
Geometric constraints and smoothness priors allow to successfully cope with
noisy and faulty data, such as shown on the crash barrier or the guard rail.

To tackle that issue, Erbs et al. [57] have shown a probabilistic approach to detect
and segment the current three-dimensional scene into arbitrary moving objects and static
background. For this purpose, the authors rely on the dynamic Stixel World and thus
use the Stixel motion estimate directly as measurement input. The objective of the seg-
mentation is formulated as a maximum a posteriori estimation problem. Their approach
is not limited to a certain or a priori known number of objects. To yield efficiency, dy-
namic programming [22] is used for the actual solving step and for extracting the most
probable segmentation of the dynamic Stixels.
To cope with noise and errors in the measurement data, Erbs et al. incorporate a set

of regularization priors and geometric constraints to stabilize the segmentation process
and to increase the robustness of their method. These priors are either given in reference
to spatial properties, the Stixel motion state or relate to appearance aspects.
For instance, similar to the vehicle tracking approach discussed in Section 19, in their

basic shape, vehicles are assumed as box-like. Hence, the authors probe for L-shapes in
the Stixel representation. Deviations from that shape are penalized, and a corresponding
geometric likelihood is extracted for every tested configuration.
Further, all Stixels within a segmented group are supposed to have similar motion

properties. Accordingly, that aspect is evaluated and considered an indication for the
likelihood of Stixels to belong to the same group or not.
Thirdly, a meaningful measure is the so called existence feature. It is used to rate the

likelihood of certain Stixel groups depending on the Stixel density. The more sparse a
potential object cluster is covered with Stixels, the more is that particular configuration
considered as unlikely and vice versa.
Exemplary results of the discussed method are depicted in Figure 61. These illus-

trations have been provided by courtesy of Friedrich Erbs. The orange boxes denote
segmented groups of moving Stixels. Everything that is not framed within a box is
considered as stationary background. Note how this method is able to cope with noise
in the input data. For instance, look at the small wall in the left image or at the guard
rail and bushes on the right side.
Additionally, within the scope of their contribution, the authors have validated their

approach in comparison to a mean shift based clustering scheme [44]. For further details
please refer to the corresponding publication [57].
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Conclusions and Outlook

In this doctoral thesis, a novel scheme for computing a medium-level representation
called the Stixel World was presented. The proposed technique allows to model three-
dimensional environments in an exceptionally compact and flexible manner. It gives
direct access to essential characteristics of other objects, such as their position and
motion states, and can be tagged with further useful meta information. The reliability
of the extracted data was evaluated in diverse environments. For these reasons, we
consider the Stixel World as ideally suited to be the basic building block for future
vision systems.

Our Contribution Within the scope of this thesis we presented a novel technique for
computing the Stixel World in a probabilistic and unified scheme. Large amounts of
input data, such as obtained from dense stereo matching, are processed in real-time. In
this process, the three-dimensional data is interpreted with regard to freespace and object
information and thus is condensed within a few but highly expressive scene descriptors.
The original Stixel primitive was extended accordingly for modeling staggered objects

within the same row of an image and thus gives more flexibility for describing three-
dimensional environments in an extraordinary compact and precise fashion.
The proposed computation method relies on optimization and, in the presence of man-

ifold physically motivated world model priors such as ordering and gravity constraints,
allows to yield the column-wise optimal representation for the given scenario.
Beyond that, the suggested mathematical approach is free of hard-coded thresholds.

Instead, adapting to new data sources and different environmental conditions is achieved
by straightforwardly characterizing the particular sensor model in detail using plausible
and realistic sensor parameters.
Furthermore, to evaluate temporal coherences between consecutive images novel track-

ing techniques were presented. Thus, in addition to spatial information, the motion state
of the captured objects is extracted and prepared for further processing. Thanks to the
well-engineered 6D-Vision principle, precise motion information of all represented objects
is available for every Stixel independently.
In addition, we suggested different techniques for measuring the two-dimensional image

displacement of Stixel features between different time steps. In this context, a new
variant of the well-known KLT-tracker called patch-KLT was proposed that offers two-
dimensional scale estimation with disparity-based pixel weighting.
We outlined thorough evaluation strategies for all proposed algorithms and discussed

the achieved results. Among others, we also investigated the measurement accuracy and
tracking precision. Reference sensors as well as straightforward comparative methods
were used in both controlled environments and real-world scenarios.
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Lessons Learned For the performed evaluation of the Stixel measurement accuracy we
made use of high-precision LIDAR technology. Hence, it was demonstrated that using
the combination of stereo vision and Stixels for the representation of three-dimensional
environments allows to yield highly accurate depth information.
In terms of robustness, the newly proposed scheme is outperformed by the original

occupancy grid based approach. However, the new scheme offers significantly more
possibilities and, thanks to its higher sensitivity, achieves a much better visual range
and coverage in perception.
The quality of the motion estimation has been evaluated in the context of different test

runs that took place within manifold environments. For that task, we used GPS-based
military-grade inertial measurement units, RADAR technology as well as standard OEM
vehicle motion sensors. Thus, we gave an extensive overview about the performance of
the whole motion tracking system. Altogether, the obtained results are very promising.
With regards to rating the measurement accuracy of the two-dimensional image dis-

placements, the different optical flow schemes were successfully tested in real-world en-
vironments. For making the actual differences in performance more apparent, we also
tested within well selected, highly demanding environmental setups. It became clear
that the sketched patch-KLT method massively leverages available texture information.
In addition it was found that the scheme enables diligent incorporation of further sensor
information, such as depth from stereo, ego-motion information and the foreign motion
properties of other tracked objects. Certainly, that scheme is costly to compute, but it
helps to improve the quality of the flow estimation noticeably. Using modern graphics
processors allows for an efficient, near real-time implementation.
We also sketched examples for a direct application of Stixels into other subsequent

vision task. These render the true potential of the Stixel World to be highly beneficial
for scene representation not only in reference to driver assistance, but also in various
other domains such as robotics, geographic information systems or computer graphics.
Specifically with respect to applications with limited computational resources, we

consider the Stixel World an ideal spatio-temporal scene representation to efficiently
bridge the gap between single pixels and the object level. That is especially true if
multiple independent processes demand to access the environmental scene data at the
same time. Naturally, in advanced driver assistance, that configuration is the use case
for the architecture of modern vision systems.

Outlook The proposed Stixel computation scheme is fairly young and offers a lot of
room for improvement. In this context, one of the most apparent aspects concerns the
requirement for horizontal smoothness of the object segmentation that was put aside for
computational reasons. Comparable approaches, such as proposed by Felzenszwalb et
al. [63] or Badino et al. [9, 10], have shown the usefulness when taking such priors into
account. However, their objectives were in that effect simple, as they did not have to
resolve any correspondence problems within the smoothing process.

124



Anyway, for the Stixel World as proposed in this thesis, we are convinced that a similar
effect must be possible. If applicable, we believe that an iterative computation approach
could lead the way for this purpose.
Secondly and not less significant, it is desirable to extend the proposed tracking

scheme to support the multi-layer object representation intrinsically. In the same breath,
it would be utmost beneficial to find a methodologically correct way (other than re-
sampling) to maintain the regular grid structure for the Stixel representation during
the tracking phase. That way, the problem of Stixel holes to gash on objects would
be avoided. Also, a regular grid would considerably facilitate the work of subsequent
processing steps. Accordingly, these aspects will definitely remain future work.
Furthermore, the incorporation of multiple sensor data remains an interesting and

meaningful topic. Also, the extension of the proposed algorithms to large viewing angles
(such as 90 degree field of view and higher) will certainly have one or the other challenging
pitfall in store.
Last but not least, assigning semantic information to the Stixel World remains a

promising objective. For this purpose, we presented a few examples, such as the vehicle
classification or the grouping of Stixels into moving objects and stationary background.
Further, we are positive that for a wide and successful application of the Stixel repre-
sentation the availability of class assignments (e.g. for vehicle, pedestrian, traffic sign
or similar) is a highly useful feature to consider and will have the potential to support
subsequent vision tasks considerably.
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