Semantic Stixels: Depth is Not Enough
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Abstract—In this paper we present Semantic Stixels, a novel
vision-based scene model geared towards automated driving.
Our model jointly infers the geometric and semantic layout of
a scene and provides a compact yet rich abstraction of both
cues using Stixels as primitive elements. Geometric information
is incorporated into our model in terms of pixel-level disparity
maps derived from stereo vision. For semantics, we leverage
a modern deep learning-based scene labeling approach that
provides an object class label for each pixel.

Our experiments involve an in-depth analysis and a compre-
hensive assessment of the constituent parts of our approach us-
ing three public benchmark datasets. We evaluate the geometric
and semantic accuracy of our model and analyze the underlying
run-times and the complexity of the obtained representation.
Our results indicate that the joint treatment of both cues on
the Semantic Stixel level yields a highly compact environment
representation while maintaining an accuracy comparable to
the two individual pixel-level input data sources. Moreover, our
framework compares favorably to related approaches in terms
of computational costs and operates in real-time.

I. INTRODUCTION

Self-driving cars need to understand and effortlessly act
within a traffic environment that has been specifically de-
signed to be easily accessible for humans. On this account,
many current prototypical implementations of automated
driving heavily build upon recent advances made in the
field of visual semantic scene understanding from camera
sensors e.g. [1], [2], [3]. Such approaches are able to
extract a rich model of traffic scenes that includes both a
geometric and a semantic representation of traffic objects and
infrastructural elements. This environment model then acts as
the foundation for higher-level building blocks of automated
vehicles, i.e. localization, planning, and vehicle actuation.
Despite the demands for a fine-grained scene representation
in terms of both 3D perception and semantic understanding,
subsequent processing stages require the inferred interpreta-
tion to be compact to enable efficient data processing.

A particularly useful instance of an environment model
is the Stixel representation, as introduced in [4], [5]. It has
been widely adopted in the intelligent vehicles community
over the last years e.g. [1], [6], [7], [8], [9]. The Stixel model
defines a compact medium-level representation of dense 3D
disparity data obtained from stereo vision using vertically
oriented rectangles (Stixels) as primitive elements. As such,
Stixels allow for an enormous reduction of the raw input data
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Fig. 1: Scene representation obtained via Semantic Stixels.
The scene is represented via its geometric layout (bottom)
and semantic classes (top).

to a few hundred Stixels only. At the same time, most task-
relevant scene structures such as free space and obstacles are
adequately represented.

In this paper, we extend the original Stixel representa-
tion [5] by additionally incorporating semantic information
in terms of object class information. We present Semantic
Stixels, where the geometric and semantic layout of traffic
scenes is jointly inferred from a dense disparity map and
a pixel-level semantic scene labeling. Our framework yields
a considerably improved Stixel representation that not only
adds object class information as an attribute to each Stixel,
but also outperforms the original Stixel model in terms of
geometric accuracy. Subsequent system modules of a scene
understanding pipeline are provided with a compact envi-
ronment representation that accurately reflects the geometric
and semantic structure of the scene. See Figures | and 2 for
an overview.

As an input to our framework, we use semi-global match-
ing [14] for stereo computation and deep fully convolutional
networks [15] for scene-labeling with up to 19 object classes.
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Fig. 2: System overview of our Semantic Stixels. Based on Semantic Labeling and Stereo Matching, we compute a compact
scene model that in turn is the foundation for higher-level tasks such as object formation [11], object detection and

classification [12], as well as mapping [13].

The proposed joint Stixel-level aggregation of low-level
geometry and semantics not only boosts model compactness
and robustness, it also maintains the overall scene represen-
tation quality of both low-level input components, despite
the inevitable Stixel discretization artifacts.

We further demonstrate how the underlying joint optimiza-
tion problem is efficiently solved in linear time complexity
with regard to the number of object classes involved. This
allows us to take a sufficiently large and detailed set of
object classes into account, while at the same time keeping
the overall runtime in an admissible range for a real-time
application, i.e. 15 Hz on 2 MP images.

II. RELATED WORK

Our proposed Semantic Stixels leverage pixel-level seman-
tic labels and dense depth maps to produce a compact scene
representation, c.f. Fig. 2. Therefore, we see four categories
of related publications.

The first category comprises semantic labeling, where all
recent state-of-the-art methods rely on deep neural networks.
For examples, refer to the PASCAL VOC benchmark [16].
One of the pioneering works for applying CNNs to seman-
tic labeling are fully convolutional networks (FCNs) [15].
Several other methods build on top of FCNs and model
statistical dependencies via conditional random fields (CRFs)
[17], [18], [19], [20] or incorporate global scene context [21],
[22], [23]. In this work, we opt for FCNs that we found to
provide the best trade-off between classification and runtime
performance.

The second category is formed by dense stereo matching
algorithms that estimate a depth for almost all pixels in
the image. Please refer to [2], [24], [25] for an excellent
overview. Stereo methods can be characterized by leveraging
either local or global optimization schemes, by the level of
granularity, i.e. pixel or superpixel level, and by the type of
incorporated scene prior, e.g. Manhattan world assumption.

In this work, we use semi-global matching [14], a pixel-level
globally optimizing dense stereo algorithm.

The third category includes approaches that leverage
both, semantic and depth cues. Methods either perform a
joint inference on pixel-level using monocular [26], [27] or
stereoscopic [28], [29], [30] image data, or operate on 3D
point clouds to leverage the mutual benefit of semantic and
depth [31], [32], [33]. In contrast to such previous work,
our model fuses pixel-level semantic and depth cues straight
into a compact, robust and accurate scene representation with
Stixels as the resulting level of abstraction.

The last category consists of Stixel-based methods, which
we consider to be more closely related to our work. Stixels
were originally used to represent the 3D scene as observed
by stereoscopic [5], [6] or monocular imagery [34]. Later, an
extension that adds semantic labels in a post-processing step
was proposed [9]. Given that initially computed Stixels were
grouped to obtain proposal regions for semantic classifica-
tion, such a method can hardly recover from insufficiencies
already present in the Stixel segmentation. These shortcom-
ings can be either addressed via low-level appearance models
in an on-line self-supervised framework [35] or via low-level
fusion of depth and semantics in the Stixel generation pro-
cess [7], [36]. Such semantic information is either obtained
via object detectors for a suitable set of classes [7] or pixel
classification with random decision forests [36]. In this work,
we extend our previous method [36] by replacing the random
forest with a state-of-the-art deep neural network to obtain
strong semantic labels of many classes. Further, we propose
a Stixel model that has a linear time complexity with respect
to the number of semantic classes, compared to a quadratic
complexity in [7] and [36]. Therefore, we can handle all
relevant classes for our real-time application, as opposed to
the other Stixel variants.

Our contributions are: (1) we present a geometrically
and semantically consistent scene model geared towards the
needs of autonomous driving applications, (2) an efficient



way to solve the underlying global optimization problem
in linear time complexity regarding the number of semantic
object classes involved and (3) an in-depth evaluation of our
novel approach on several real-world benchmark datasets in
terms of semantic and depth accuracy, as well as computa-
tional costs.

III. METHOD

Figure 2 provides an overview of our proposed system.
We start by computing dense pixel-level semantic labels and
depth estimates. These two channels are then used as unary
data terms in our Stixel model yielding a Stixel segmenta-
tion that leverages the information in both modalities. The
obtained Stixel world provides a consistent 3D semantic
representation that typically serves as a compact interface
to subsequent processing stages, such as object detectors or
occupancy grids.

A. Semantic Labeling

Our proposed semantic Stixel model leverages pixel-level
semantic label scores, i.e. we require the semantic labeling
module to provide a probability estimate for each semantic
class at each pixel in the image. In principle, many recent
approaches deliver such probability maps, c.f. Sec. II. In
this work, we opt for fully convolutional networks (FCNs)
as presented in [15]. These deep neural networks are the
main component in many other semantic labeling methods,
e.g. [37], [19], [20], [17], and are relatively straightforward
to train and use. In addition, FCNs yield excellent classifica-
tion performance, while having a relatively low runtime on
modern GPUs.

We use GoogLeNet [38] as the underlying network ar-
chitecture. This network provides an excellent trade-off be-
tween classification performance, computational efficiency,
and GPU memory demands. Analogous to [15], we replace
the final fully connected classification layer with a convolu-
tional layer and add “skip” layers to obtain an output stride
of 8 pixels. Subsequent bilinear upscaling is performed to
match the desired output resolution. In the last network layer,
we apply softmax normalization to obtain probability scores
for each class, as required by our Semantic Stixel model.

B. Stereo Matching

In addition to the semantic labeling, we leverage depth
information. To that end, we require a stereo matching
module that provides dense disparity estimates associated
with a confidence score [39] for each pixel. While many
such stereo methods exist, c.f. Sec. II, we rely on semi
global matching (SGM) as originally proposed in [14]. SGM
yields competitive results [25] and there exist real-time
capable FPGA implementations that are successfully used
in automotive environments [40].

C. Semantic Stixels

A Stixel as proposed in [5] is a narrow stick of width
w, sufficiently described by only very few parameters: the
column v and its bottom respectively top coordinates vp and

vr. In the context of 3D environment perception, each Stixel
reflects the geometric layout of the corresponding image
segment. The underlying world model, which is specifically
designed for outdoor man-made environments, thereby dis-
tinguishes three geometric classes: ground (lying), object
(upright), and sky (infinitely far away). Therefore, such a
geometric class g and accordingly either the distance to the
camera (upright) or the vertical displacement to the reference
ground plane (lying) d are two additional parameters attached
to each Stixel. Thus, objects can be compactly described
by a few Stixels only, c.f. Fig. 1. In this work, we add an
additional semantic label [ to each Stixel that is based on the
semantic labeling module described in Sec. III-A.

In [5], the Stixel segmentation is formulated as the solution
of an energy minimization problem. Since solving such an
optimization problem in a discrete 2D label space is known
to be a hard optimization problem, the energy function is
formulated independently for each image column, rendering
1D minimization problems that can be solved optimally and
efficiently via dynamic programming. Due to a high coupling
between neighboring columns in the input data, the resulting
Stixel segmentation is nevertheless based on wider context.

The energy function consists of unary terms E,(s;) and
pairwise terms FEj(s;,s;—1) defined over individual Stixel
hypotheses s; = (u,vp,vr, g,d,). The unary is composed
of two data terms, i.e.

E.(s;) = Eq(s;) +wiEi(s;) . )]

The first is a generative model of the disparity estimates
within a Stixel s; and depends on its geometric configuration
g and d. For details, please refer to [S]. The second data
term Fj(s;) rates the consistency of the hypothesis s; with
semantic label [ and the probability scores o obtained by the
semantic labeling module, c.f. Sec. III-A. Denoting P as the
set of all pixels within the Stixel s;, we define

Ei(si) ==Y loga(p,1) . )

pPEP

Note that we neglect implausible hypotheses s;, e.g. an
upright Stixel with semantic label road. The parameter w;
in Eq. (1) controls the influence of the semantic data term
with respect to the disparity model.

The pairwise terms E,(s;, s;—1) capture prior knowledge
on the Stixel segmentation, for example certain geometric
configurations such as objects below of the ground surface
are rated as rather unlikely. Again, the interested reader is
referred to [5] for details. In principle, it is possible to
model explicit transition likelihoods between any pairs of
semantic classes, c.f. [10]. Unfortunately, the computational
complexity of the resulting dynamic program grows quadrat-
ically with the number of classes, since all combinations
of adjacent Stixels must be evaluated. However, we argue
that such transition probabilities mainly depend on their
geometric property and less on their semantic interpretation.
For example, transition likelihoods between pedestrian and
vehicle Stixels are similar in both directions. On the other



hand, object Stixels on top of ground ones are more likely
than vice versa, independent of their actual semantic label.

Thus, we neglect the influence of the semantic labels [ on
the transition probabilities, i.e.

Ey(si,si—1) = Ep(3i,5i-1) , 3)

where we use s; = §; Ul, with §; = (u,vp,vr,g,d), for the
ease of notation. Overall, the Stixel segmentation is defined
as the solution of the energy minimization

Z Eyu(si) + ZEp(Su 51‘—1)]
Z Eu(5i,1i) + ZEp(s éi—l)]

= min [Z rr%jn E.(3:,1;) + ZEp(gi,gil)]
K3 7

“)
Since the pairwise term is independent of the semantic
labels and the unary term only depends on a single Stixel
s;, the minimization over the semantic labels can be pushed
into the sums. Thus, the best semantic label for each Stixel

hypothesis can be computed directly, i.e.

min F(s) = min
S S

= min min
5 1

Ir%in E.(3:,1;) = Eq(s;) + wy n}in E(8) . 5)

Note that the latter term can be efficiently evaluated using
integral tables of the probability scores along image columns.

IV. EXPERIMENTS

In this section, we provide an in-depth analysis of our
Stixel model. We introduce the metrics and baselines as well
as the details of the training procedure and the parametriza-
tion. Finally, quantitative and qualitative results are reported
on three different public datasets.

A. Datasets

From the small number of available realistic outdoor
datasets in the area of autonomous driving, the subset of
Kitti [2] annotated by Ladicky et al. [26] is, to the best of our
knowledge, the only dataset containing dense semantic labels
and depth ground truth. Therefore, this is the only dataset
that allows to report performance metrics of both aspects of
our Semantic Stixel representation on the same dataset. It
consists of 60 images with a resolution of 0.5 MP that we
all use for evaluation and none for training. We follow the
suggestion of the original author to ignore the three rarest
object classes, leaving a set of 8 classes. We use additional
publicly available semantic annotations on other parts of Kitti
[33], [41], [42], [43], [44], [45] for training. All in all, we
have a training set of 676 images, where we harmonized the
object classes used by the different authors to the previously
mentioned set.

As a second dataset, we report disparity performances on
the training data of the stereo challenge in Kitti’15 [25].
This dataset comprises a set of 200 images with sparse
disparity ground truth obtained from a Velodyne HDL-64

laser scanner. However, there is no suitable semantic ground
truth available for this dataset.

Third, we evaluate on Cityscapes [10], a highly complex
and challenging dataset with dense annotations of 19 classes
on 3500 images for training and 500 images for validation
that we used for testing. While there are stereo views
available, ground truth disparities do not exist.

B. Metrics

In our experiments, we use four different metrics that are
designed to assess the viability of our Semantic Stixel model
and several baselines in view of automated driving tasks.

The first metric evaluates the depth performance and is
defined as the outlier rate of the disparity estimates [2]. A
disparity estimation with an absolute deviation larger than
3px or a relative deviation larger than 5% compared to
ground truth is considered as an outlier. The second metric
assesses the semantic performance and is defined as the aver-
age Intersection-over-Union (IoU) over all classes [16]. Third
and fourth, we report the framerates and use the number of
Stixels per image as a proxy to assess the complexity of the
obtained representation. Note that a system suitable for au-
tonomous driving is expected to reach excellent performance
in all four metrics simultaneously.

C. Baselines

We compare our results to three baselines. Following
Sec. 1I, we consider [36] to be most related and included
it as a baseline. Second, we report results using Stixels
computed on the depth information only, i.e. as proposed
in [5], and add semantic labels as the argmax label from our
FCN for each Stixel (“Depth 1st”). Third, we leverage our
proposed model, but disable the depth channel and compute
the segmentation on the FCN output only. Subsequently, we
freeze the segmentation and compute the disparity estimates
via post-processing by computing the best disparity referring
to the Stixel data term (“Semantic 1st”).

D. FCN Training

A fully convolutional neural net (FCN) is the foundation
of our semantic information, as described in Sec. III-A. To
train this deep network, we follow the training procedure
as outlined in [15]. We start with the coarsest output stride,
train until convergence, add a skip layer to reach on output
stride of 8 pixels, and continue training. We use identical
learning parameters as in [15] and adapt the learning rate to
our image resolution.

For training on Cityscapes, we initialize our network with
an ImageNet [46] pre-trained model [47]. For Kitti, we
trained a second model on Cityscapes with half resolution
and use this model as initialization on Kitti. In doing so, we
improve the performance of this raw FCN baseline by 6 %
IoU over a model without Cityscapes initialization.

E. Stixel Parameterization

In our experiments, we report results for two variants of
Stixels. The first produces Stixels with a width of 2 pixels
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Fig. 3: Analysis of the influence of the semantic scores w;. We evaluate Stixels with width 2 (left column) and width 8
(right column) regarding four metrics: (1) Disparity outliers on Ladicky [26] (top row, red) (2) IoU on Ladicky [26] (top
row, blue) (3) Disparity outliers on Kitti’15 [25] (bottom row, red) (4) IoU on Cityscapes [10] (bottom row, blue).

and is designed to achieve maximum performance in terms of
depth and semantic accuracy. The second parameterization,
Stixels with a width of 8 pixels, is designed to be an excellent
trade-off between accuracy, runtime, and representation com-
plexity and hence more relevant for practical applications.
To control the width, the input channels are downscaled by
the desired value taking stereo confidences into account. We
also apply the same downscaling in the v-direction to support
the targeted trade-off between accuracy and efficiency. Note
that in the case of eightfold downscaling, the FCN already
produces matching score maps and we can skip the final
upscaling layer. In doing so, the transfer time of the FCN
results from GPU to CPU memory is significantly reduced.

The most important parameter in our experiments wj
controls the influence of our data terms based on the seman-
tic versus the disparity channel. Therefore, we conducted
experiments on all our datasets and measured the perfor-
mances in terms of disparity and semantic accuracy for
varying values of w;, c.f. Fig. 3. With increasing wj, the
semantic data term gains influence and one would expect
that the semantic performance increases, while the disparity
performance decreases. However, as the results in Fig. 3
show, both metrics improve until a moderate value of wj

is reached and only then the disparity performance suffers,
an effect that is consistent across all datasets and Stixel
widths. This observation indicates that the semantic and
disparity channel contain complementary information and
support the performance in the other domain. Interestingly,
on the challenging Cityscapes dataset, the semantic score
decreases with high values w; unveiling that also some
regularization via the Stixel model helps in that domain.
Referring to Fig. 3, we choose w; = 5 for the remaining
experiments, as this value represents the best compromise
across all metrics for all datasets.

F. Results

The results of our model and the baselines described in
Sec. IV-C are reported in Table 1. We report four different
metrics on three different datasets, c.f. Sec. IV-A and IV-B.
Qualitative results can be found in Figs. 4 to 6.

Our method is clearly outperforming all other variants
in terms of joint disparity and semantic accuracy for both
Stixel resolutions and is competitive in terms of runtime and
complexity. The results show that both, the depth first variant
with semantic post-processing and the semantic first variant
with depth post-processing, suffer from a substantial gap in
the performance of the post-processed channel compared to
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Fig. 4: Example output of our Semantic Stixels with color encodings as in Fig. 1. Even objects as small as traffic lights and

signs are represented accurately.

TABLE I: Quantitative results of our Stixel model compared to three baselines and to raw SGM and FCN. We
evaluate on three datasets using four metrics, c.f. Sec. IV-A and IV-B, and report results for a highly accurate
setup (width 2) and a highly efficient one (width 8), c.f. Sec. IV-E

Raw Stixel width 2 Stixel width 8

2 % g ® £ & g % £ %

Metric Dataset 1%} 59 jaz) [a} A o a2 [a} A o
Disparity Error [%]  Adicky [26] 204  — 182 187 251 15.2 189 194 273 16.3
panty ¢ Kitti’ 15 [25] 89  — 98 86 165 7.8 105 9.6 183 8.8
ToU [%] Ladicky [26] — 698 340 471 69.1 69.6 335 459 625 66.4
¢ Cityscapes [10] — 608 —¢ 443 60.7 612 —¢ 439 552 60.0
Frame-rate [Hz]* Kitti [2] 55.0 A7.6 9.2 151 141 9.8 143 167 222 154
Cityscapes [10] 22.0 154 012 19 14 1.1 6.5 40 472 303

. Kitti [2] 226 226° 32 20 25 2.7 0.8 05 06 0.6

3
No. of Stixels [10%] s ccapes [10] 1k 1k —¢ 45 51 62 —< 11 10 14

¢ We report the frame-rates of the individual modules, i.e. SGM on FPGA, FCN on GPU (Nvidia Titan X), and Stixels on CPU (Intel
Xeon, 10 cores, 3 GHz). The overall frame-rate is determined by the slowest component, since all modules use distinct processing
hardware and can be perfectly pipelined. Note that [36] uses an RDF based pixel classifier instead of the FCN. This module is also
implemented on GPU and its runtime is neglectable compared to the Stixel computation.

b We list half the number of pixels for SGM and FCN raw data to approximately compare the complexity to Stixels.

¢ We did not retrain an RDF pixel classifier [36] on Cityscapes and therefore do not report performances except for the runtime.

our method. This observation is consistent across all datasets
and both Stixel widths and clearly shows the need for an
early fusion of such information. On top of that, our model
outperforms the post-processing methods in the domain of
their stronger channel. Despite the inherent discretization,
our Semantic Stixels even exceed the performance of the raw
SGM input data and our width 2 variant also outperforms
the FCN on Cityscapes. These observations clearly indicate
the effectiveness of our model in terms of fusing different
input channels. Qualitatively, the mutual benefit of the two
channels can be seen in Fig. 4, top row. Note the noisy
depth input in the sky region that is well suppressed in our

joint representation due to the coupling with the semantic
information. Another example can be found in Fig. 5, where
errors in the semantic information channel are corrected via
the joint reasoning in our Stixel model.

Compared to [36], we double the semantic performance,
a fact that we account to our FCN classifier being superior
to the RDFs in [36]. Surprisingly, [36] negatively affects the
disparity performance on Kitti’15 [25], which we attribute
to its weaknesses in image areas where many different ob-
jects are present. Thus, the disparity performance is harmed
particularly in those parts of the image where Kitti’15 has
disparity ground truth. Please refer to Fig. 6 for qualitative
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Fig. 6: Results of our method compared to [36] on Ladicky [26] including a failure case in the bottom row. The vegetation
in the lower image half violates the planar word model, leading in turn to a high number of Stixels and a depth error above

30 %. Nevertheless, the drivable space is recognized correctly.

examples.

The superior disparity and semantic performance of our
model comes with only a slight increase in complexity that
we measure by the number of Stixels in the resulting repre-
sentation. The fusion of two inputs requires some additional
computations resulting in a slightly lower frame-rate of our
Stixel generation compared to the post-processing implemen-
tations, especially for Cityscapes [10], where 19 classes need
to be processed. However, in case of the practically more
relevant variant with width 8, the overall system frame-rate
is dominated by the FCN computation resulting in 15 Hz
on 2MP images in Cityscapes and 48Hz on 0.5MP in
Kitti. Note that our Stixel module is significantly faster on
Cityscapes than [36], due to our linear instead of quadratic
dependency on the number of classes.

V. CONCLUSION

We presented the Semantic Stixels framework that lever-
ages state-of-the-art pixel-level geometry and semantics,
and integrates both in terms of a jointly optimized scene
model with high accuracy. Our approach is one solution
to the problem of translating the impressive scene labeling
results obtained on pixel-level through deep learning into
a semantically and geometrically consistent representation.
This representation is closely aligned to the needs of the self-
driving car application, where the scene model has to bridge
the gap between the richness of detail available on pixel-
level and the robustness and efficiency on object-level. We
feel that Semantic Stixels provide a suitable abstraction level
at the “sweet spot” between semantic and depth accuracy,
compactness, and efficiency.
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