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Abstract—This paper addresses the problem of detecting possi-
ble intruders in a group of autonomous robots, which coexist in
a shared environment and interact with each other according
to a set of “social behaviors®”, or common rules. Such rules
specify what actions each robot is allowed to perform in the
pursuit of its individual goals: rules are distributed, i.e. they
can evaluated based only on the state of the individual robot,
and on information that can be sensed directly or through
communication with immediate neighbors.

We consider intruders as robots which misbehave, ie. do
not follow the rules, because of either spontaneous failures or
malicious reprogramming. Our goal is to detect intruders by
observing the congruence of their behavior with the social rules
as applied to the current state of the overall system. Moreover,
in accordance with the fully distributed nature of the problem,
the detection itself must be peformed by individual robots, based
only on local information.

The paper iniroduces a formalism that allows to model
uniformly a large variety of possible robot societies. The main
contribution consists in the proposal of an Intrusion Detection
System, i.e. a protocol that, under suitabkle conditions, allows
individual robots to detect possible misbehaving robots in their
vicinity, and trigger possible further actions to secure the society.

The protocol is based on two main components. The first
is a monifor that an individual robot runs, using only locally
available information, and applies to each of its neighbors, which
constructs the set of all possible system states which might
explain the observed behavior and are consistent with its own,
limited, direct knowlegde, The second component is a set—valued
consensus algorithm allowing different “views” estimated by
different local monitors to be combined through communication.

Sufficient conditions are given, which ensure finite—time con-
vergence towards a consensus state, and hence towards the
decision that would be made by a hypothetical centralized IDS
with complete information. It is worth noting that the generality
of the protocol formalism makes so that local monitors can
be automatically generated once the cooperation rules and the
robot dynamics are specified. The effectiveness of the proposed
technique is shown through application to examples of automated
robotic systems.

Index Terms—Intrusion detection,
robotics, set-valued consensus algorithms.

security, multiagent

I. INTRODUCTION

HAT the availability of distributed systems gave rise in
the late 80s to a profound rethinking of many decision
making problems [1]-[3], and even enabled solutions to them
that could not be possible before [4], [5], is on everyone’s
records. That this is happening also in Control and will soon
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involve many applications in Robotics can easily be foreseen.
Various distributed control policies have been proposed for e.g.
formation control, flocking, sensor coverage, and intelligent
transportation (see e.g. [6]-[9]). An intrinsic paradigm shift
is indeed conveved, from the idea of a distributed intelligent
system as a collection of interacting software processes, to that
of a network of physical agents that take information from the
environment and act within the environment itself to change
it. What will be meant by a distributed intelligent robot is the
smart interconmection of heterogeneous units having different
sensing, computation, and actuation abilities.

It is also foreseeable that different robots produced by
different makers may be able to act in a near future within the
same environment and capitalize on inter—robot cooperation,
which feeds the image of a “society” of robots [10]. For this
becoming real various important issues are still to be solved,
concerning e.g. the definition of a “standard” cooperation lan-
guage that is sufficiently rich to describe the behavior of each
individual robotic agent as well as robot-robot interaction.
Such a language should enable us to describe how e.g. two
robots with different mechanical structures can jointly and
efficiently manipulate an object. While standards are common
practice in Information Technology, the larger variety and
more complexity of these systems may be the causes that have
prevented this in Robotics up to now. The need for de facto
standards is more and more perceived at every application
level [11]. With this aim, we provide a general model of a
cooperating physical agent endowed with the ability to interact
with other neighboring agents according to a set of event—
based rules. The model is a hybrid system with a time—
driven dynamics describing the behavior of the physical plant
interconnected with an event—driven dynamics, in the form of
an automaton, describing agent—agent cooperation.

Moreover, agent cooperation is advantageous in many ap-
plications as it enables desirable properties such as scalability,
reconfigurability, and robustness (see e.g. [12], [13]). However,
the fact that a distributed robot may be composed of many
units, that are not secured in a protected environment with
restricted accessibility permissions, makes it appealing for an
attacker to compromise some of these units so as to degrade
the system’s QoS or to lead it to an unsafe condition. As an
example, consider a group of cars with automated pilots that
are supposed to move in a highway by following driving rules
to avoid collisions. By tampering a pilot, it would be possible
to generate a traffic jam or make a car crash into another. The
whole system may be at risk if some of its units deviate from
specification [14], which makes securing cooperative physical
systems a major goal.



In this paper we address the misbehavior detection problem
for a class of cooperative multi—robot systems, where the
behavior of every agent depends on the presence or absence of
other neighboring agents. As in a human society, misbehavior
detection can not be achieved by supervision of a central
authority only. It rather requires that every individual partic-
ipate in monitoring its neighbors and share locally estimated
“evidences” of their correctness, so that a globally accepted
reputation of them can be established. Assessing an agent’s
reputation is a well-understood problem in Peer—To-Peer
(P2P) systems and in Mobile Ad-hoc Networks (MANET).
Uncooperative nodes not forwarding messages to their recip-
ients, thus preventing an efficient routing service, can indeed
be discouraged by e.g. the CONFIDANT protocol [15], [16].

To assess an agent’s reputation by local observations is more
complex in our context for various reasons. First, based on
local sensing, an agent typically knows the set of another
agent’s neighbors only partially. In the highway example, some
cars affecting the behavior of a target agent can be too far
or hidden by other cars. The observed behavior of an agent
is uncooperative if, and only if, it cannot be “explained” by
the cooperative model for some inputs. This requires either
full knowledge of the model’s inputs, which is unlikely, or
understanding if there exists a choice for the configurations
of possible non—visible agents which explains that behavior.
The latter case involves inverting the hybrid nonlinear model,
which is effectively viable for specific systems only [17]-[19].
To cope with this, we abstract the inversion at the level of the
cooperation automaton that has finite state and input domains.

Secondly, each agent’s visibility and interaction topology
are time—varying and unknown for a local monitoring agent.
Therefore, available approaches to fault detection that are
based on fixed and a-—priori known event measurability [20]—
[27] cannot be applied directly. Constructing a different ob-
server for any possible combination of visibility and interac-
tion topology is indeed inefficient, while we show how they
can be encoded into a unique observer that is valid also when
the event uncertainty is time—varying.

Misbehaving software agents in Computer Science, termed
intruders, are discouraged in traditional settings by the imple-
mentation of an Intrusion Detection System (IDS) [28]. More
recently, cryptographv—based approaches, such as LARK [29],
have been proposed to isolate malicious agents from commu-
nication in networked embedded systems. In this work, we
focus on detecting agents that misbehave from the motion
viewpoint and propose the architecture of a distributed IDS
that is based on two components: a local monitoring process
and a set-valued consensus protocol. The local monitor is
able to reconstruct a map of free and occupied regions in
the neighborhood of a target agent, while the consensus
protocol allows all agents to reach a unique global view
of the occupancy map and therefore on the reputation of a
target agent. To this aim, available solutions based on linear
consensus algorithms (see e.g. [30]-[32]) are inapplicable,
as local monitors’ outputs are continuous sets representing
regions where the presence of other agents is required. The
protocol is based on the assumption of a virtuous scenario,
where the exchange of information between agents is correct,

which can be guaranteed by the adoption of trusted software
platforms [33]. No collusion exists between a robot executing
an incorrect motion and another one trying to justify it. The
problem of reaching consensus on information corrupted by
intruders is a classical one [34] and is not investigated here.
Obviously, detecting simultaneous motion and information
misbehaviors is much more complex and is left for further
studies. A preliminary study was presented in [35].

What makes our approach appealing are the facts the archi-
tecture of the IDS is general and the IDS can be automatically
generated once the cooperation protocol is given. The paper
is based on previous works by the authors [36]-[38], where
only the fundamental ideas where presented, and is extended
here with a complete formalization of the cooperative model
and of the IDS. Two examples are also in depth considered to
show the effectiveness of the proposed technique.

The paper is organized as follows. The general model of
a cooperative physical agent is formalized as a distributed
protocol in Section II. The architecture of a local monitor
is described in Section III, while the set-valued consensus
protocol is presented in Section IV. A formal description of
the highway example is reported in the Appendix along with
a proof of correctness of the local observer.

II. A MoDEL OF COOPERATION PROTOCOLS FOR
PHYSICAL AGENTS

Consider a system composed of n agents, A4;,...,.4,,
sharing a state-space, or emvironment Q. By cooperation
protocol we mean a formal description of the agents consti-
tutive elements, i.e. their perceptions and actions, and of the
rules used to interconnect these elements. More precisely, a
cooperation protocol ‘P consists in specifying for each agent
Az anonuple P; = {f;, Vi, Th, Fs,es, ¥, 85, u; b, where:

e fi:Qx Uy — Ty is the dynamics map of A;.

Here, i4; denotes the set of admissible input values and
Ty the space tangent to Q. The agent’s state g; € O
evolves from its initial state ¢° according to the ODE

{ 4i(t) = filg:(t), us(?))

120,
2:(0) = 4 =

o Vi Q" — 29 is the visibility map of A;, describing the
region observed by its sensors;

o Ti = {n1, - smix, + is a set of iopologies on Q, with
i @ — 22,
Topologies are basic to define a few further concepts. We
define an agent's neighborhood as N(g;) = UL ms 3(q:);
a neighbor ser as M; = {Ap € {A1 ,An} @ €
Nig:)}; a neighbor configuration ser as I; = {q, €
Q| Ax € M;}. Finally, we define an agent’s encoder
map as s;: Q x Q™ — B, where n; = card(];) and
B ¥ {0,1}. The j-th encoder component, s;;, is a
logical-valued function returning 1 in the presence of an
agent in the j—th topology n: ;(g:), i.e.

Qx Q% 4 B
(917I1) = ZQkEL 17?%3('?1)(9‘!‘:) ’

where Y represents the logical sum (or), and 14(z) is
the Indicator function of a set A;
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o E;=1{ebt, ... &) is a finite alphaber of evenis;
e & is an event detecior map

Rre ., B

si e € Eylogy(si) = 1},

=

where each detector condition ¢; ; is a logical function

of the form

B — B

s; — pey,  sig kep, 2S00
MMeep. , In, o (g1) Trew, , 21, 2 (02)

Gt
b

with Ag1,---,Aup, constants in 29, 9, U py; =
{1, and iy Npsy =0, ps g Uy = {1, ha}
and p; ; M vy ; = 0, and IT and — the logical product
(and) and negation (not), respectively,

o X;={ob ..., 0bP} is a finite discrete state set,

. 4 Y, x 2B 4 %, is a deterministic amfomaton
describing how the agent’s discrete state is updated, i.e.

{ oi(tki1) = dioi(te), ei(te 1)), te >0

a;(0) = af ’
where cr? € »); is the initial discrete state, and ¢, is the
k—th instant ¢ at which e; detects a new event [39];

e ;1 @ x Xy — Uy is a control decoder map, describing
which control value is applied at different states of the
system, i.e.

us (1) = ug(gs(t), os(te)) .

According to this definition of cooperation protocol, the state
(g;,004) € @ x ¥; of a cooperative agent .4; following
protocol P evolves as

gi(t) Filgs (), ui(qs(t), o:(te))) = £ {q:(t), o:(te))
i (thr1) i(os(tn), ealsi(a:(t), L1 (1)) =
0 (a4(tr), q: (1), L (1)),

which can be written more compactly as

{ (Q'z(t)’ Ui(tk:+1)) - Hi(@i(t)ac’ri(tk)afi (t)) ’ (2)
(:(0),04(0)) = (a7, 07) »
where H; : © x ¥; x @™ — Ty x 3; is the agent’s hybrid
dynamic map (cf. [40]). The behavior of each cooperative
agent up to the current time ¢ is described by the solution
b, (2,09, I;(t)) of the system in Eq. 2 subject to the input
I (1), intended as the history of its neighbor configuration set
Li(r) for r =0, . ,t.

In the following, we will assume that sensors are available

on all agents so that each has complete knowledge of its own
neighborhood, i.e. Vi{gr, ) = N{gs)-

A. Examples: Robotic Warehouse and Auromared Highway

Consider n autonomous forklifts that are used to move
products realized in a factory from carrier tapes to storage
piles. Each forklift 4; is assigned a path that it must travel,
when possible, at maximum speed vy,q,. To avoid collisions,
it is supposed to give way to other forklifts approaching from a
crossing path on its right and that are detected by an onboard,
360—degree camera with visibility range K; (Fig. 1-a).

The system’s cooperation protocol P can be described as
follows. The environment is @ = R? x SO(2) x R. An

agent stale is q; = (@4, y;, 0, 2;) and, based on its input
u; = (a4,wy), is updated through the dynamic map
fz’ Q X Mz — TQ

(gssus) — (vycos By, vysindy, wy, ag)”

The topology set is

Q — 29
qi — {(r,y,@,v) € Q
—s

— 5 < arctan Y
— z—3;

i1

(z — 5'31')2 + (¥ — yz')g < dj,
IRUEE

where d; is a safety distance, and the corresponding encoder
map is s; = 841 (s; = 1) with

@x Q™ — B

(2, 1e) = >0 cr, Lo (g (gx) -

Thus, the agent’s neighborhood is N{g;) = #;1(g:). The event
alphabet is F; = {e%!, %2} and the detector map e; € B —
27 with 2% = {0, &b, eb2, {eb1 eh2}}, is characterized by
the event conditions c; 1,2 : B — B, with ;1 = @, P41 =

{1}, pig = vi1 =0, yi0 = {1}, ps2 = pa1 = i1 = 0 (g5
need not be defined), i.e.,

Si.1

Ci1 = 8i1, Ci2 = Sil,

and thus
B — 2%
0 {ebll) 11— {eb?).
The finite set of discrete states is ¥; = {ACC,DEC} (p=12)
and the automaton’s dynamics is
(Si 21 X QEL — 21

(ACC,ebl) — ACC,

(ACC,eb?) v DEC,

(DEC, ey — ACC,

(DEC,e%?) — DEC,

€5

with initial state ¢? = DEC. The decoder map is

Qx ¥ — U

(45, ACC) = (— i — Vinaz), O)T

(g1, DEC) — (—pvs, )7,

where p is a positive constant, which implies that the config-
uration g; evolves according to the controlled dynamic map

ff Ax ¥ =T
(s, ACC) — (v;cos By, visindy, 0, —pe(v; —
(7:, DEC) — (w5008 8;, visindy;, 0, —pwy) .
The solution ¢;(¢) = by (g;(te), o:(ty)), for ¢ > &y, of the
controlled dynamics is

Uz

Uma:c)) 3

zi(t) = 2i(te) + Alos(te), t) cos (£;(0)) ,

wl) = wlt) + A DI EO)
0:(t) = 0:(0),

v(t) = Vigg(te), t) +vi(ts) g mlt—tz)
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III, CBRSERYER-BASED INTRUSION DETECTION
PROTOCOL - LA L WONITOR
Congder an agent Aa tying 10 leam whethet anothet agend
A iz coopetatire of oot The basic difficulty in classifring the

% o 0% behavice of 4 ariz=s fiomn the incoroplatz visw of #= neigh-
— s R tothood, a= it geneally holds that Mg € Pl o)
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with Ry = s boetd car 02 iz inrng o leam whathesrthe car 00 iz coopesalive

A rooder albogsts sawanpls of coopetmtbes sydaro whets
intetaclion aroony agents can be forreliced Z5 oan inslEncs
of the coopetstion peodocol & is tepezsantad by a moup of
cats in & highowsgr (Fig, 1-0), Cats hepes thedt ooen dymaredcs
FioEnd oeal contollets oy, bl their pdods ave suppoesd 0
follow a =i of #affic nles o anodd collisions, Hach car is
suppoesd 1o dacdde & aitabls reenswwsy 8, accsldas (FAST)
o decelatats (SLOWY changs 10 the nee 1a8 lame (LEFT) of
1o the gl ome (RIGHT), bessd on the pesssncs of abesmcs
of cthat cas i s nedghbothood, B, the peesnce of 2
slowst cat in the fiond, and a fies lane on e lafi tequitss
tha axscution of an corstizke that iz a change fron a FAST
ioa LEFT menzuwst, The sulss raquits the inttoduction of a
opology fg 4l ) tepeesening a tegion in the itoreedists font
of an agent M;, a topokogy foola:) fof & temion on fis 1afi,
a topology o= ig:) fot & region on it right, and a opology
e o) Tt & pamion on @iz beck coroplets dsedption of the
systern’s foerralitelion is sepodted in Appendin A, Mol thal
thesz ful= apply o very laze syslenes with an unboundsd
nourobet of vehicles, wet they only tequits hatl svety cat vetifiss
tha extslencs andfon absence of N othet cats in il wicindy,
whate W iz a stell nurobet depending only on the gormsity

ot o, ol heoeing full acess 1o the mfotroedion amdbbls
for dhe car 00 itesl, i1 &= difficult for the obestorst 10 decids
whathay tha pilol iz coreecily dering or if il i= situlating
the pieesncs of another cat, which would be hiddsn o ths
ohestyes’s wisg o culside of ils tange of wisibdlity, In thess
caszs @ sitpla appicach bassd on coropatison of the aciual
tjecioey of A, F @), with the sohuion of the coopestive
roodal (B, 2 cannod te sroployed, becauss the inpud T #)
iz only pettially Jmonsm 1o 4y, To cope with this issus our
approech wes a local dymarmde peocess, callsd paemtor, which
iz cormposed of 1o coroponents: a Fbrid obesper of the stats
(oo of &, and an occspaney esframtor i the ; agenfs
nz ghbothood Mg ).

A The Hybrd Obsenver

Tha hybeid obesrar ssculion consisis of two distinc
phasas, predier and wpddate, which ate fun srsty obestration
peticd T = [te depa]Duting the piedicd phase, a peiod
etirrees (g (i), & (b)) of the tsjacioties that d; can
auacla during e custenl petiod ate coropulsd, based on
prEricns eslimoedas and the locally wisibls neghbor configu-
tation s Fm= 5 1 Palg, o, ) This can be achizved by



introducing the following objects, which are defined for every
agent running a cooperation protocol P:
« A ropology check map v; : Q x 22 — B® returning a
binary vector whose j—th entry is 1 iff the j—th topology
is entirely visible from agent 4, i.e.,

Vi g Q X QQ — B
) L ifns(a) C© Va
(¢, Va) = { 0 otherwise ’
o A restricted encoder map 3 Q x Q% 4 B

where #; = card(7f?), whose j-th component returns a
lower approximation of s; ; based on the locally visible
neighbor configuration set T f‘ as

Q x Qﬁl — B
(Q"ia]?) - queflh 17’?%;& (Qi)(q‘k)

(HOtG that gz,g(gn}?) S Si,j(giaIi) since I,f’ g Iz),
¢ An event esiimator map €; : B x B% — 2% £:(&,v;)
that provides an upper approximation of the event detec-
tor output e;(s;);
« A nondeterministic automaton
6 1 2% x 2P 9%
(&t,éz) — {5‘ € ¥y | Jdo e 24,0 C 5‘2|
| 61’(0-7 éz) = 5-} ’
describing how the agent’s discrete state estimate &; <
2%+ is updated as

{ Gi(tir1) = 0:(6:(tn), &iltan)
&:(0) = &¢

54,4

where &0 is the initial estimate;
¢ A controlled dynamics map

£ 292x 2% 52T
(45,6¢) = {d € To| g€ @,3 C ds,
d6 € ¥, 5 C 6| f1(7,7) = g},
describing how the agent’s estimated configuration
4; € 29 is updated

{ Gi(t) = J (G:(0), 1)
§:(0) = & ’
with ¢ the initial estimate.

Clearly, the crucial step to obtain a valid observer is the event
estimator map, which should provide as tight an approximation
as possible. To this purpose, the following result (whose proof
is reported in Appendix B) is instrumental.

Theoremn 1: The smallest event estimator compatible with

an available topology information v; and an encoder map $;
is given by
& o B 2%
8; {83’3 c I ‘ Ezi,j(§i,vi) = 1} ,
with
Gy 1 BYxE™ =B
(88,v5) — Hgen, , Grpvip + wik): @)

Meep, ; 785k
Meep, ;Mg Hrer, , Ak

1) Predict Phase: A nondeterministic hybrid model to
predict every behavior that A; can execute, compatible with
information locally available to A4y, is given by

Gi(t) £ (a:(8), 64(t)) »
Oi(tey1) = 04(Gi(t), &(8i(thra), Dilter1))) =
= 07 (6s(te), @ (), I())
where (1) = v (q:(te), Valg1(®), -, g (1)) and §;(tz) =
8:(g:(tx), IP(t)), which can be rewritten more compactly as

{ (35(8), 65(tian)) = Ha(G: (1), 64(t), IR (D)),

(4:(0),6:(0)) = (&7, 87),
where ﬂz 199 %25 O™ 9T x 9% The a priori estimate
of A;'s state is initialized with the values g;{%qlt0) = 7:{%0)
and &;(t_1]to) = ¥ (the whole discrete state set, i.e. the most
conservative hypothesis). The propagation law is

Gi(tltn) = ¢ (G teltn), Gs(talte), L(D)

Gi(telte) = 0:i(Gs(te1[te), & (5a(telte), :(te))) »
for t > g, where 8;(bx|ts) = §i(§i(tk),g’“ (ty)) is the a priori
estimate of the topology activation, and T f(t) is the history of
I from t; to t. To avoid explicit model inversion during the
following update phase (which is impractical for general sys-

tems), the set describing the “relationship” between predicted
configuration trajectories and discrete states is computed as

Lite) = g:(tlte) o< 6a(taltn)
where we introduce the operator Bl defined as

20 x 2%, 9L

(4:(1), 1) = {{a(), o) [a(t) © $5 (i (), o)}

Ddf_*

2) Update Phase: During the update phase, the a priori
prediction is combined with current observation to refine the
state estimate into an a posteriori state estimate. The update
step, which is run at the end of the observation period, is given
by

Gi(teralter1) = qaltorr) s

i(tplterr) = 7o, (L(t) b2 3;(2))
where 7,4 is the projector over the set 4, and <, is defined
as

B, o 2RXE e 9y 9RXE:
(L @:(t)) — {(g(8),0) € L[lla(t) — @:(O)]] < €}
Here, ¢ is a tolerance parameter, to be set depending on the
accuracy of available sensors and nominal models. Finally,

an a posteriori estimate of the encoder map outputs can be
computed as

§i(tk‘tk+1) = {8* c B |s* > §i(tk|tk) s
ei(s*) © oiltalte) 5, i(ta|tet) ,

9% 5 93y 9B
(5'“3':_) — {é\z c I | 35',5'+ EME?;,
g C 6,0t Caf, ot Céia,e)}.



B. Occupancy Estimator

Based on the visibility of an observer onboard Ay, each
component s; 3 of the encoder map s; can be decomposed
into the sum of the same component of the restricted encoder
map §;x and an unknown binary variable activating on the
presence of agents Az, k # i,k in the portion of the k-
th topology n; & of \A;, that is out of the observer visibility
region Vg, ie.,

i@, 1) = Saplan, I + piglas, )

where

pi,k(qz',fi): Z 1m,k(q1)(9‘j)-

g; €L\ WV,

An estimate of the logical vector p; = (pi1, -, Prs, ). can
be obtained, by combining the a priori and the a posteriori
estimates of the encoder map, as described in the estimator
map

B BYox 2B 9B

whose k—th component is

P BEx2% 28

(0,0) =0, (0,1) — 1,(0,{0,1}), (1,1) — {0,1}.

Note that p; . is undefined for the inputs {1,0), (1, {0,1}) as
the a posteriori estimate of s; x is obviously greater than the
a priori ones.

Let us denote with p; = ps(8; (s |tr), §; (x|[tx11), and with
I = {4 € 29| 9gr < I?|Gx = B.(qr)}, where B.(qx) is
a ball with radius ¢ and center at g, an over—approximation
of the monitor’s measures taking into account of its sensor
inaccuracy. An occupancy estimate of ,4;’s neighborhood, i.e.
an estimate of its neighborhood configuration set I;, can be
obtained by using the map

P 22 % 29 x 287 L P(Q)
(f.:hv Vh;iﬁi) =
{Ghag (T2, Vi, 03,1) v B (10, Vi D)
|p=(pe1, oDiw,) € B, p C 05},

where P(Q) = 22%, and the occupancy in the k—th region is
2¢ x 29 x B — 29

(Ij,f, Vhr O) = Ji?'.:‘F_Z M 73,k (%) 3
(TP, Vi, 1) = (TP N eg:) U (mae(g6) \ Vi) -

IV. SET-VALUED CONSENSUS PROTOCOL FOR MONITOR
AGREEMENT

Consider ; robotic agents, A;,,- -, Aimt, trying to con-
sent on whether a common neighboring agent .4; is cooper-
ative or not. This section shows how they can agree upon a
global “view” of the occupancy map of A;’s neighborhood,
Nig;), by allowing every agent .4p, to share local estimates,
ﬁgfj, for all 7, of .As’s topology set with neighbors of a
communication network .

Available solutions for network agreement typically consist
of consensus protocols where agents exchange messages con-
taining real scalars or vectors, that are combined together via
a simple rule described as a linear dynamic system of the

form z(k + 1) = Ax(k), where x € R™ is the vector of
every agent’'s local estimate and A is a suitable real square
matrix [41], [42]. However, as described above, outputs from
local monitors are continuous sets that cannot be merged —
at least trivially — by means of a linear combination rule.
There are indeed network agreement problems which raise the
question of how to consent on more complex data structures
(see e.g. [43] and our current problem).

With this respect, consider the problem of how to design
a consensus protocol within the following generalized frame-
work. Let consider the configuration space @ as the consensus
domain set. Let X5 € 22 be the “consensus state” of an
agent Ay, representing its local estimate of the quantity over
which the agreement is sought. Let also F: 2% x 2 — 29 be
a merging funcrion that, given any two states X, Xi, produces
another state F'( X, X). It is straightforward to introduce the
composed function

FO QQl — 92

(X1, X)) o Pl F(X0, X)X
Consider also the
X*:F(mi)(Ula"' 1Um1)1 (5)

where U/; = X;(0), that can be interpreted as the decision of a
hypothetical centralized entity that knows every agent’s initial
estimate. Under the hypotheses that F' is commutasive, ie.,
F(Xy, Xo) = F(Xo, Xy) for all X1, Xo, and associative, i.e.,
F(Xl, F(XQ, Xg)) = F(F(Xl, XQ), Xg) for all Xl,XQ, Xg,
X* is well-defined since it is independent of the order by
which the estimates are processed.

Before going to the main result, let us recall that a commu-
nication network G can be described by a graph G(Vg, Eg),
where Vi; is a set of nodes representing the agents and F; is a
set of edges connecting agents that are within communication
range. We assume that the graph is wundirected, ie. if Ap
can send a message to A, then also the reverse holds. Let
CVi(p) Z {j € Vi | dist(z,5) < p} be the set of the agents
that can send a message to 4; by passing through at most
p other agents, and let dist(k, k) be the geodesic distance
from Ap and Ag, ie. the length of the shortest communi-
cation path between Ap and Az (note that dist(k, k) = 0,
W¥h € V7). Let us also recall the notion of graph diameter as
the maximum distance between any two nodes in a graph, that
is diam(G) = max; jev, dist(z, 7). Finally, recall that I is
said to be idempotent if F(X1,X1) = X7 for all X3.

We are now ready to prove the following result:

Theorem 2 (Ser—Valued Consensus Protocol): A collection
of m; agents running a consensus protocol described by the
dynamic system

{Xh(k+1) =
Xn(0) =

F(ph(l)) (Xh,l(k)y' v 7Xh,ph(l) (k)) k]
Uh, 3

(©)
where pp(k) = card(CVy(k)), for all agents h, converges
to the centralized consensus state in at most # = diam(G)

rounds, i.e.,
X(7) = 1y, X*,

if I' is commutative, associative, and idempotent, and if the



communication graph & is connected.

Proof: Let us first prove that the consensus step of an
agent 4z after k consensus step is

Xu(k) = FE N (X51(0), -, Xn i (0)) -
The property is trivially satisfied after one consensus step:
Xp(1) = FOO (X, 1(0), -, X, 1) (0)) -

We want to prove it by induction, i.e. by assuming that it
holds after k steps, we need to prove its validity also after
E+ 1 steps. Indeed we have:

Xp(k+1) = FEONL (), -, dy 1y (k)

where is Ji(k) = F@®N(X;1(0), -+, X;p,0(0) by the
inductive hypothesis. Moreover, note that the order by which
every estimate is processed is irrelevant, by the associativity
and commutativity properties of F, and that multiple occur-
rence of the same estimate X; ;(0) can be simplified by its
idempotency. The last equation involves the set of all agents
I € CV;(k) of all agents 7 € C'V,(1}, whose union gives by
definition the set of agents that can send a message to Ap
via a communication path of at most &+ 1 other agents, i.e.
CVy(k + 1), which proves the property.

To prove the theorem, it is sufficient to note that, for all
k = n, CVi(k) = Vg and hence pp(k) = my, as the
communication graph & is connected. Therefore, we have

Xuh) = FOO(X51(0), 0+, Xy gy (0) =
= FOO, - U) = X
for all A and all k > 7, which concludes the proof. [ ]

Consider a hypothetical cenrralized observer O that is able
to receive the neighbor configuration sets from all the
agents, A;,, -+, Ag, , that are monitoring A;. Let

1o =18 g i gLy fE

be the centralized estimated neighbor configuration set. Then,
the main implication of Theorem 2 to our intrusion detection
problem is stated in the following:

Corollary I: If the misbehavior of an agent .4; can be
detected by the centralized observer O, the same result can
be achieved in a fully distributed way by making all local
monitors reach an agreement on the estimated occupancy maps
for A4;’s neighborhood.

In particular, monitors can start with initial estimates given
by the locally estimated occupancy maps, i.e.,

Un = I (telti 1)
and they can use the following merging function
ne oo 29x 29 2@
(Xl,XQ) — {I‘H.’El [ Xl\@,.’ﬂg = XQ\@‘
r=x1Mra}.
where M is the set-theoretic intersection, which satisfies the
theorem’s hypotheses.

V. EXAMPLES
A. The Warehouse Example (Cont’d) - Monitor Construction

Consider a forklift Ap trying to learn whether another
forklift 4; is cooperative or not. The corresponding monitor
is constructed as follows. The topology visibility map is
v = (Uz',l)’ with

Vi1 Q X QQ — B
1 ifnia(e) © Va,
(g5, Vi) = { 0 otherwise ,
and the encoder map is 5; = 55,7 with
551 Qx Q% B

(95, 1) — Eqkefi‘ Ly, (a0 (ax) -

The detection conditions are determined by the values of -; 4,
P Mig and vy 5, for § =1,2:

% : BxB— B2

56,00 T

i, V) — " .

o Sg1v51 + i1

The automaton’s initial state is ¢ = {ACC,DEC} and its
nondeterministic dynamics is

& o 2% x 2%, 0%
(ACC, b1, (DEC, eb1),

({ACC, DEC}, &b 1) — ACC,

(ACC, %), (DEC, £%2),

({ACC,DECY}, %2) — DEC,

(ACC, {1, eb2})),

(DEC, {51, 52}), — {ACC,DEC},

({ACC,DEC}, {"1, &2}

and the controlled dynamic map is

froo 29% 2% 5 2Te
(G, ACC) ~— | cos* éi, #1; 8in* éi, 0, —pe(y — 'umaw))
(§:, DEC) — { & cos* éi, 1 sin” éi, 0, 7#@5) ,
4; cos* éz
?l.‘ﬁi sin* Qz
0 ?
{= (Vs — Vman), —pis}

(§:, [ACC,DEC}) —

where cos* and sin® are

cos® : 2% 9%
d—{acR|Fa c R,&C &l cos(@) = al,
sin® oR L 9R

d—{acR|Fa cR,aC &l sin(@) =al.

B. The Warehouse Example (Cont’d) - Corrupted Encoder

Consider an attack undertaken by a misbehaving forklift 4;
whose neighborhood N{g;) is free of other forklifts, i.e.
I;{t) = 0 for all ¢, while the agent simulates the existence
of a forklift .4, s.t. g,;(¢) € n;1(g;) for t > 27" Hence, the
neighbor configuration set that ,4; pretends to be subject to is

0 t< 2T
o = { gi(t)  t>oT



The agent’s encoder map s:(¢) = 5; 1(¢) correspondingly takes
the values s,1(¢) = 0, for £ € [0,21") and s5,1(¢) = 1 for
t = 21, which implies

exlte) = ex(s:()) = {

Given the agent’s initial state, ¢;(0) = (3.2,4.1,7/4,0,,55)
and &;(0) = ACC, its behavior is computed as follows. The
configuration’s evolution is

(%) $12(2:(0), 7:(0)) =
(3.2 Nt AL t,’?r/él,'vmw) ,

ehl if i, =0,T
gt if ¢ = 2T

for ¢ < 27, since it also holds ¢,;(1) = ACC. Moreover, we
have ¢,(21") = DEC and hence

2:(t) ¢+ (2:(2T), 0 (2T)) =
= (324 A 41+ A T/ 40 e P00 |

for t > 2T, where A = v2v,,,, T + A(2T) and A(ty) =
= (1 — e—rlt=te)),

Consider another agent A, trying to learn whether 4; is
cooperative or not. Assume that Ay has only partial view of
the region 7; 1 (g;), i.e. g i8 8.4 77;,1(¢5) £ Vilqr, ), and
thus ©; = 0. At ¢ = 0, the local monitor reads the measures,
7:(0) = ¢:;(0) and I*(0) = 0, and initializes the estimate of
Aj;’s states as

4:(0/0) = 2:(0) = 4:(0) ,

F5(t_1]0) = X; = {ACC, DEC}.
Given that 8;(0|0) = 0, the predicted behavior of the agent
during the observation period T} is

a;(00) = §z‘(&i(t—1|O)aéz‘(§z‘(9|0)a_’”z‘(0)) =
= &({ACC,DECY, {e%’l,e'hg}) = {ACC,DEC},
a:(t0) =

where
LE(0) = (324 Fvman bl 14+ ot §, Va0 )
q?EC (£0) = (3.2 + 5(0),4.1 + 5(0), %,’vmw e_“t) .

We also have L(0) = {{¢““(2]0), ACC) , (¢PF¢(¢|0), DEC) }.
At ¢ =T, the monitor reads the measures ;(T") = ¢;,(T") and
IM(T) = 0, and the agent’s predicted state can be corrected
as follows:

(T |T) = a(T),

#:(0|T) = mx, (L(0) pa. ¢:(2)) = ACC,
which gives, along with the fact that &,(0|0) paz_ 4(0]1) =
b, the a posteriori topology activation estimate 3,(0|1) =
0. The estimate of the unknown topology activation is
$:,1(8:(0)0), 8;(0[T")) = 0, which means the agent’s behavior
is cooperative if, and only if, no other forklift is present also
in the portion of its neighborhood that is out of the monitor’s
visibility, ie. in #; 1(g:) \ Vn(q1, - . @) This finally gives
the estimated neighbor configuration set 17(0|T") = 0.

Similar computation is performed during the observation

petiods 7Y and 75, which is omitted here for space reasons.
At t = 37, the local monitor reads the measures ;(37) =
;(3T) and T2(3T") = 0, which gives the following a posteriori

¢5+(8:(0]0), &:(0[0)) = {g£°" (2[0), &7 (£|0)} ,

b L
Y
¢ 9
& ™
& d & i
{a)
(@)
(6% &
o C i &
o ?g
v @
(b)

Figure 2. Simulation mns from the warehouse example with six cooperative
forklifts: (left) state of the systermy (right) neighborhood estimated by a local
ronitor onboard forklift 00,

estimates
@i(3T|3T) = @-(ST) , érq;(2T|3T) = DEC.

Moreover, as &;(21[2T) vaz :(2T|3T) = €%, we have
3,(2T|37) = 1 and p, ;(3,(2T|27), 3,(2T|3T)) = 1, which
implies that the current behavior of forklift .A;’s is compatible
if, and only if, there is another forklift in the non—visible
portion of 1;1(g). The estimated neighbor configuration set
is indeed

TRRT(3T) = i1 (2:) \ Vola1, -

Note that an observer onboard the local monitor is unable to
check if this estimated hypothesis is correct or not, which can
be overcome as described in the following section.

2 Gr) -

Finally, consider the following two instants of a simulation
with six cooperative forklifts. In the former, see Fig. 3-a
forklifts 00, 02, 04, and 05 are mnning in discrete state
ACC and forklift 01 and 03 are in discrete state DEC. A
local monitor onboard forklift 00 is trying to determine if its
neighbors are cooperative or not. The monitor’s decisions are
the following: forklift 01 and 02 are cooperative; forklift 03°s
behavior is possibly cooperative (uncertain) and the presence
of another forklift (05 in the figure) is inferred. In the latter
instant, all cars are correctly running in discrete state AGC
(Fig. 3-b). The figure shows that the local monitor is able
to learn that forklift 04 and 05 are cooperative. Moreover,
the behaviors of forklifts 01 and 02 are still uncertain, but the
absence of other forklifts in the non—visible portion of 74 4 (1)
and 79,1(gn) are correctly estimated.



C. The Warehouse Example (Cont’d) - Corrupted Decoder

Consider an attack undertaken by means of alteration of
the decoder map w; of an agent .A; described by a map of the
following class:

u¥  QxE; —=U;
(4, ACC) > (—p(1 — ) (05 — Umaz ), 0)"
(¢:, DEC) = (—p Ui?O)T :

where o € [0, 1] is a fixed parameter. Alteration of the decoder
map involves the agent’s behavior only when the discrete state
ACC is active. In particular, note that, for o — 0, the agent’s
“deviance” is almost negligible if & — 0 and may cause no
damage to the system, whereas the case with oo — 1 represents
a more subtle type of attack, where the agent pretends to
simulate the existence of another agent in 7; 1 (g;) (the deviated
motion is similar to that of a correct agent whose discrete state
is DEC). The corresponding misbehavior model only differs
from the nominal behavior in the controlled dynamic map

gi(t) = filqi(t), ui(qi(t), o:(tx))) = F{qi(t), oi(tr))

whose solution, ¢ = (qi(tr), o4 (tr)), is immediately obtained
by replacing g with ;+(1 — o) n Eq. 3 in the terms involving
the state ACC, i.e.,

A(Acc,t) = VUmaz (t - tk) + W

)
V(ACC, 1) = Upaq (1 — e7HImelE—te))

A suitable value for the monitor’s accuracy ¢ can be com-
puted based on the above misbehavior model, by guaranteeing
that every deviated behavior is larger than the monitor’s
accuracy itself, i.e.,

|lpsr (gs(tr)s o) — prp (@i (tr), )|l > €, Vo €T
By assuming p7T° small, this gives the conditions

@41 (qi (t), ACC) — dpa(gs(tr ), ACC)|| =
i okl5) — oo T,

||#4: (g:(t4), DEC) — ¢ra{gi(tn), ACC)|| ~
- |Ui (tk) - Umam‘ To+ ,UTUmaﬂc

€

e 1A 12 IA

where the first-order Taylor series expansion of the exponen-
tial function, ¢® ~ 1 + #, was used. Finally, the monitor’s
accuracy must be greater than the minimum measurement
precision e . of its onboard sensory system, ie., € > e’

D. The Highway Example (Cont’d) - Local Monitors

Consider four cars in the highway example (Fig. 4-a).
Misbehavior of car 0, running a FAST maneuver along the
second lane, while its next right lane is free, has to be detected
(the car should start a RIGHT maneuver to return to the first
lane). A FAST maneuver of a car in the second lane implies
that the region on its right is occupied by another car. Three
local monitors on the other cars try to learn whether the
car 0 is cooperative or not, but have only partial view of the
car’s neighborhood. By means of the proposed local monitor,
the three agents are able to compute estimates, fcl,, I 2 and
fg, of the occupancy map of car ('s neighborhood, which
are reported in Fig. 4-b). However, the figure shows that all
monitors are still unable to decide on the cooperativeness of

(1 _ e*.u(lfa)(t*tk)) .

(b)

Figure 3. Misbehavior of car O, running a FAST maneuver along the second
lane, while its next right lane is free, has to be detected (a). Local maps of
occupancy, Iol, IS, and IS, which local monitors on the cars 1, 2, and 3 have
reconstructed (b). The yellowish area dashed box outlines the target agent
neighborhood; a blue drcle specifies the current monitor; red (green) areas
are non—visible regions, where the presence (absence) of a car is required.
A colored circle around the target robot (green, vellow, or red) specifies
its estimated cooperativeness (cooperative, uncertain, or uncooperative,
respectively).

the car 0, since there exist possible behaviors that comply with
the cooperative model and their partial visibility.

As a second example, consider eight cooperative cars in
the highway and focus on the local view of car 0’s monitor
(Fig. 5). The presence of car 07 is detected (region «), based
on the fact that car 06 is executing a SLOW maneuver. The
presence of car 5 is detected (regions e, and f), based on the
FAST maneuvers on the second lane executed by cars 3 and 4.
This also allows the detection of car absence in front of car 3
(region b) and car 4 (region ¢). To the local monitor all these
neighboring cars are uncertain, except car 1 that is certainly
cooperative. The example is used to show the fact that —
although this goes beyond the scope of the paper — a local
monitor’s uncertainty in the classification of a neighbor can be
reduced by cross—correlating maps of occupancies of different
neighbors: the occupancy map fg contains a free region (b
in the figure) in front of car 3, and an occupied region (the
union of d with ) on its right, while j20 contains a free region
(same d in the figure) in front of it. Therefore the region ¢
in [ 2 must be removed and the only possibly occupied region
must be (e).
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Figire 4. Eight cooperative cars (above) and wisw of the menitor on car 00
(below), A local momtor’s uncertainty in the clazsification of a neighbor can
be reduced by oross—correlating maps of occupancies of differsnt neighbors,
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Figire 5. The mishehaving car 1 15 executing a FAST mansuver on the
second lane, while its next right lane 1= free,

E. The Highway Example (Cont’d) - Monitor Agreement

Consider the example in Fig. & where four cars (2, 3, 4,
and 3) are trying to reach a consensus on the misbehavior of
a car {1 in the fignre) emaining in the second lane. The cars
can share their own local estimates of the occupancy map of
car 1’z neighborhood, by sending one-hop (immediate neigh-
bor) messages through a commmnication network described
by a connected graph & = (Viz, Bg), with Vi = {2,3,4,5}
and Bg = {e22.803.825,8535,854, 644,855} (note that
diam(G) = 2). The coresponding set—valued consensus
protocol specializes to the following dynamic system:

Xalk + 1) = FE (X, (R), Xs(B), Xs(k) =

= Xo(k) rt Xs( i Xs( )i
Xa(h+1) = FONIL (k) Xa(k), Xu(k)) =

— Xa(k) M Xa(k) M* X4( )s
Ka(k+1) = FO (Ko (k), Xa(k)) = Xa(k) 0 Ka(k),
Ks(k + 1) = FO (X (k), Xs(k)) = Xa(#) r* Xe(k).

The systern’s evolution iz reported in Fig. 7, where the -
th row represents the evolution of X5(t) (from left to right).
No single local monitor hag initially detected the misbehavior,
which is instead iteratively obtained by car 2 and 3 after two
consensus steps and then by the other two cars. As expected
from theory, all local monitors consent to the centralized
estimated occupancy map {last column in the fignre)

X*=1h=F2 B0
after at most 3 stepe.

¥I1. CONCLUSION

The problem of detecting misbehaving robots in a de-
centralized sefting was addressed in thiz work Robots are
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supposed to interact with each other based on *miles™ that
depends on the presence and absence of other agents in
their neighbothoods, The literature on DES for fanlt diag-
nosability and state observability (sse the pioneering work
of Ramadge and Wohnam in [21] and successive of [24],
[44]{47]) addresses similar problems, but those solutions are
not applicable mainly because the interaction fopology in our
gystemns is timme—varying and unknown. Therefore, solutions
should be walid for any topology. Furtthermore, the common
approach to fault diagnosis consists of exciting the model
with suitable inputs and measuring the error between the
expected output and the actmally measured one [48], [49],
requites changing the cooperation miles, whilst we are seeking
a golution that is not invasive as such. The proposed solution is
a distributed IDS where every agent first rmns a local monitor
to obtain a subjective map of free and occupied regions and
then a consensus algorithm to agree on a unigue shared map.
The framework includes set—valued cbzervers that allow local
monitors to corrbine maps estirmated at different time instants.
In thiz paper, we have assumed that information exchanged
iz correct. Fumre ezfension of the work will address the
important generalization to the case where robots can send
false information due to cormmanication failure or tampering,
Prelirninary buat promising results in this direction are reported
in [33].
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APPENDIX

A, The Highway Example - Formalization

Consider v cars that are supposed to follow the Buropean,
right-hand traffic rules while traveling along a highway with
m lanes. Every car 4; mnst coordinate its motion with neigh-
boring cars as follows: accelerate up to its allowed maximom
speed o?,, if the current lane is free; change to the next left
lane if the cuarrent one iz occupied by a preceding car and
there are no cars on the immediate back; reduce speed and
rerain in the current lane otherwise; try to proceed along the
next right lane when possible; do not overtake on the right.

The systermn can be described as an instance of @ with the
environment, the configuration g; and the dynamic map 7 :
& % 2; — Ty described in Section II-A. Moreover, we need
to introduce a topology ms1(g:) representing a region in the
immediate front of the agent, a topology n; 2(g;) for a region
on itz left, a topology nea(gs) for a region on its right, and a
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Figire 6. Misbehavior of car 1 15 detected by the set—valued consersus algorithn, altheugh no sngle local momtor was initially able to do it

topology m; 4(g;) for a region on its back (Fig. 2). These are  conditions

formally described as
My o @ — 2%
i = {($$g49+ﬂ)|$‘i E @ S $z+df1
|5 lw 2y 2 (15 +1) ),

€1 = T821845, Ci2 = T&:1ha2, 045 = 841813,

Cig = 834%44, Cgp = Sz‘,if\z‘,i s Cig = 854785 07185 4 _'f\z;i 4
Cip = T84 783 A2, CH8 = TWi1, G50 = A3,
Ci10 = 84,1 Ag3. Citt = 844, Cidz = Ai4s
Ciig = T84 _'}tz',4 .

The finite set of discrete states is 2 = {FAST,SLOW,
LEFT,RIGHT} (» =4) and the automaton’s dynamics is

Mo b @08
g+ {(z, 0. 0,0) @ —dp <@ <@y
(IZ]+Dw <y < (18] + 2w},
s @ — 29
g+ {(2, 0, 0,0) | @ —dp S @ < +dy, &

HE| -1y sgx [2]a]
Q —+ 0%
i = {($+g$9+ﬂ)|$‘i_db 53 Sm'u

FAST,e%1), (FAST,e%2) ++ FAST,
FAST,e%®), (FAST,e%4), (FAST, &55) o SLOW,
FAST,e*8) — LEFT,

(

(
|%|w <y < (LLHJ 4 1) .w} EFﬁ\ST,Eé’Tj — RIGHT ,
, Wi i Y=k ' (SLOW, e%8) +—+ FAST,

where w iz the lane width, 43 and Jp are a forward and back- (

ward safety distances, and || returns the nearest lower integer (
of the arpument. Thus, the sncoder map is g; @ & X G™ — B, (
$; = (834, ,8;4),and the agent’s neighborhood is N(g;) = (
Malge) L Ungal(g:). Moreover, we need to introduce two (
Constants Aqqi, Ag 2 tepresenting the left—rmost and right-most
lanes, respectively, and two constants A; g, A; 4 representing

the current target lane’s left and right edges, respectively:

SLOWY, e43Y, (SLOWY, e%4Y, (SLOWY, 25— SLOW
SLOW, e%8) s LEFT,

LEFT,e®8), (LEFT,e%®) s FAST,

LEFT,e510) — LEFT,

RIGHT,ebt1y, (LEFT,e842) s FAST,
(RIGHT,e1%) s RIGHT,

with initial state cr = FAST.

hig = {zgbdo)[(m-1lw <y <mu;,
Aig = {my$9@)|0<y<w}
Aig = 9wy bu) ([Jw—lJ + 1) w} .
REg A (2,4, 6,0) [y-agfk;J w} The decoder map is w; : & % By — U, s = [0, 00;), With
’ + ) .
o o GxiE—E .
(g5, RIGHT) 0 otherwize #
The event alphabet is B, = {eb',... %1} and the —a if oy >0

T

(%’SLOW) H{ 0 otherwize

detector map &; € B — 2% s characterized by the event



w; 1 Ox¥;—R

iy FAST s N nt.
EQi, SLOV\?’) = ((?J (q:) — ve) T35 — M95) v
(g, LEFTY, 1o @ 000 < Omag

0 otherwise

—& if B > —Bhes
(g5, RIGHT) H{ 0  otherwise

b

where 4" (g:) = (| 2] + 2) w is the current lane center, fpqq
is the agent’s maximum curvature angle, and p, & and & are
positive constants.

Finally, the visibility map returns the set of configurations
laying within a distance E; and that are not hidden by other
cars (see e.g. the known sweeping line algorithm in [50] for its
computation, and the examples in Fig. 8). A formal description

of the map is avoided for space reasons.

B. Event Estimation with Incomplete, Time—Varying Visibility

A proof of the formula used for the observer’s detector
map of Eg. 4 is given in this section. This result, along with
the procedure presented in Section III for the construction of
the nondeterministic automaton &; extends available solutions
(see e.z. [39]) in sofar as that it shows that an observer for
discrete event systems with uncertain events can be efficiently
estimated also with incomplete, time—varying visibility.

First consider the following propositions:

Proposition 1: The smallest upper approximation of a de-
tector condition Ci g = Sik (’}fi’j = {k},pz‘,j = HMig = Tij =
@), based on an observer’s topology check vy and an available
encoder map s; z, is

Ci; = Sk Uhk + Whik.

Proof: Based on the observer’s visibility region V;,, the
encoder map s; x can be written as

sip(dnle) = 300010+ Zyen Lt (ax) =

= §i,k(9iaféh) + Pir s di)
that can be conveniently factorized as follows. If p;r = 0,
the expression reduces to ¢; ; = 5;, whereas if p; g = 1, it
becomes ¢; ; = 8;% + 1 = 1. Then, the detector condition
can be factorized as ¢; ; = 3; p —p; . + 1 Py - Moreover, if the
observer has complete visibility of the k—th topology (vir =
1), pie = 0 since I; \ Vi, = @, which implies ¢ ; = 84,
whereas nothing can be said on the value of p; if vy = 0.
Therefore, ¢; ; can be factorized w.r.t. the observer’s topology
check as

G = Sipvip+ (Bip Pik+ Pig) Wik
Its visibility—based smallest upper approximation is

i maxg, e Cij = Si.k Vik + A vk,

with A = maxp, e (51,5 2Bk + Pik) = max {5, 1} =1,

which proves the thesis. |
Proposition 2: The smallest upper approximation of a de-

tector condition ¢; ; = =8, (viy; = 0,055 = {k}, 111, =

m;; = ), based on an observer’s topology check v, and an

available encoder map s;, is

Cij = Sk
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Proof: As in Prop. 1, based on the observer’s visibility
region Vj, the detector condition ¢; ; can be written as

“sin(gnds) = 2 (Sieles I + B (e 1)) =

= —Sixlgn, IF) Pirlas L),
where De Margan’s law is used. If p;, = 0, the expression
reduces to c; ; = 8k, whereas if p; . = 1, it becomes ¢; ; =
0. Then, ¢; ; can be factorized as ¢; ; = —8; & P . + 0P =
—8; 1 Py k- Moreover, if v; ;. = 1, ;= O that implies ¢; 5 =
—8; %, whereas nothing can be said on its value otherwise.
Therefore, ¢; ; can be factorized w.r.t. the observer’s topology
check as

Ci = T8k Uik + Sik Hik Wik

Its visibility—based smallest upper approximation is

Gij = 8k vk + Sipmaxg, ew (Pig) Wik =
= Sk Uikt T8k Wik =
= &p(Vip+ Wig) = 8k,
which gives the thesis. |
Proposition 3: The smallest upper approximation of a de-
tector condition ¢;; = Sk Sim (i; = {k}.pi;

{m}, pi; = m;; = @), based on an observer’s topology check
Uk, is
G5 = (Bik Vhk + "Vhk) “Fim -

Proof: Based on the observer’s visibility region V4, the
detector condition can be written as
(Bik + Dige) (M85 m Dim) =
= 53k %im Pim + Dik T84,m Pim -

Cij =

By enumerating all possible combinations of p;z and pg .,
;7 can be factorized as

Cig = (T8im) Pik Pim + Bak “F1,m) 7Pk Pim -
Moreover, based on the observer’s topology check (recall that

v = 1 implies pr g = 0, and v, = 1 implies p; ., = 0),
the expression can be further factorized as

Cij = AvikVim+ Bk vimt
+ Cvpvim +D g 0im,

with 4 = Sik "8im Pim. O =
“8i.m Dig + ($ik "8i,m) Dig, and D = —8; 5 Bip "Pim +
54k T84,m Pi,kDi,m- 1ts visibility-based smallest upper ap-
proximation is

Sik T8im, B =

Gig = ik 8im (VikVim + Uik Wim) +
+ E g (R Vi Wik W) =
= Sik SimVik + T8Sim Uik,
which easily gives the thesis. |

We can now readily give a proof of Theorem 1 as follows.
W.or.t. the above propositions, an event estimator map e; with
detector conditions of the form of Eq. 1 is characterized by
a generic combination of the sets ;5,05 € {1,--+ , 5} and
i 5> T € {1, -+, hg}. It is sufficient to show that the above
propositions also extend to the general case.

Proof: (of Theorem 1) Let us proceed by induction.
Consider the case with only v;; # @ and card(v; ;) > 1.
Assume v ; = {1,---,I}, which is always possible upon
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Figire 7. Sensing model in the highway example: from left to right, complete state of the system and wiews of agents A4 and Aaq, respectively.

reordering of the encoder map’s components. The case with
! =1 iz proved by Frop. 1. By assuming that the thesis holds
forl =m, i.e., that the smallest npper approximation of ¢; ; =
Mgy, ;800 = e sk 18 &3 = (TIELy Sapvoh + —wgk), the
inductive step requires proving it for § = w4 1. Indeed. the
detector condition ¢; ; = HEl"’ii 8; p, can be written as

(Hf!nzﬁz,k) il = F%imti = % (g'z'.,m-f-i +ﬁz',m+1) +
.-
x

that can be factorized as follows. If £5 i1 = 0, the expression
redices to ¢; ; = & &; 1o4q. whereas if §; 1y = 1, it becomes
¢y 5 = &, thus giving the expression

Cig = &35 it Dimtd T % Dimtt

The detector condition can be factorized w.rt. the observer’s
topology check w; 44 as follows. If 2 oy = 1, we have
Pioops = 0 and ci; = 2&im4t, whereas if @y = 0
nothing can be zaid on its valie. This yields

=8 AU b B Bt g

with A = gi,m—f—ia and B = Et’,m+i _lﬁi,m‘f'i +15i,m+i~ Ttz
visibility-based, smallest upper approximation is

Gij = MBXp, 1, B mp 1 €8 C1F =
=MaXp, , . 8 M8 (Atmps + B ) =
= (H;cmzi S5t T _'Uz',ie) (Sz‘,m+1'ﬂz',m+1 + —'Uz',m-f-i) :
which proves the thesis in the first considered case.

Consider the case with only gy £ 0, pey = {1, 1} As
above, we want to proceed by induction. The case with 1 =1
is proved by Prop. 2. By assuming that the thesis holds for
I = i, Le., that the smallest upper approzimation of ¢35 =
Upepe ;8ap = HEL -8 g i8 & 5 = TIEE ) & g, the inductive
step requires proving it for § = w2 4 1. Indeed, the detector
condition

1 2 o
ey = TL —8s k=& 8smmps — i g
can be factorized asz follows. If §imy1 = 0, the expression

redices to o ; = &8 popq. whereas, if f; 4 = 1, it
becomes c; 5 = 0, thus giving the expression

Cig = &8 P mtd

The detector condition can be factorized w.rt. the observers
topology check o metq as follows. If % i1 = 1, we have
Pimp1 = 0 and ¢ ; = 78 04, whereas if v,y = 0
nothing can be said on itz value. This yields

Cis = % Bimobl Uimdd T & T8 mdd P mtl T mdd =
= 78 41 (Y mgt + Fi gt Yot )
Itz wisibility-based, smallest upper approximation is

E%-,j = (HEQ'::L g‘i,ﬁc Ui e + ﬁﬂi’k) _‘gz',m—f—i O, with

G = maXp, . (Wit + B mpt W mage) =
= ma.}c{m}m.,_ifl} = l,r
which proves the thesis alzo in this second case.

The cases with 945,015 # @ and their cardinality preater
than the unity straightforwardly follow from the discussion
above and recursive application of Prop. 3. Finally, the
estimated value of every application Ay p. affecting c;; if
tis 5,75 # B, coincides with its real value as they only depend
on the confipuration ¢ of the monitored agent .4, that is
measurable from Ay by assumption, |
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